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I. INTRODUCTION

1.1 PROJECT BACKGROUND AND OBJECTIVE

The inversion of teleseismic travel-time residuals for
determination of three-dimensional earth structure is now
recognized as a powerful modeling technique in gecophysics
(Aki, et al., 1976 and 1977; Husebye, et al., 1976; Rodi,
et al., 1980). Our objective in the study reported here is
to use this technique to model the three-dimensional structure
of the crust and upper mantle beneath the Nevada Test Site
(NTS). The data base for this study consists of travel-times
of teleseismic P-waves recorded at several hundred globally
distributed seismograph stations for approximately 60 of the
larger explosions detonated at NTS during the past two decades.

Motivation for this study comes from the need for more
accurate estimates of explosion yields based on teleseismic
information. Of particular interest are yield estimates based
on the amplitudes and dominant periods (i.e., body wave magni-
tude, mb) of teleseismically recorded P-waves.

Evidence for the effects of lateral variations in struc-
ture at NTS on explosion mb's was presented in a study by
Alewine, et al., 1977. These authors noted spatial variations
in m,, estimates that roughly correlate with structure at the
Pahute Mesa (i.e., Silent Canyvon caldera) and Yucca Flat test
areas. Spence (1974), based on a detailed analysis of P-wave
travel-time residuals from six explosions at Pahute Mesa, in-
ferred the existence of a deep (i.e., 170 to 190 km) high
velocity anomaly under the Silent Canyon caldera. While he
did not attempt to calculate the effect of this anomalous
feature on teleseismic mb's, he did note observed differences
in attenuation of explosion generated P-waves from the BOXCAR

explosion (Frasier and Filson, 1972; Trembly and Berg, 1968) that

correlate with propagation outside of or through the inferred
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anomalous zone. Presumably, these attenuation differences
manifest themselves in the dominant periods of observed P-

waves, and thus the mb estimates.

A more recent report which summarizes the current !
seismological status of both near-source and receiver effects
on explosion my estimates, with emphasis on differences in
upper mantle attenuation, is that of Lundquist, et al. (1980).
These authors state that one of the most important propagation
effects on my is anelastic attenuation. If, as noted above,
spatial variations in attenuation in the crust and upper mantle
beneath NTS correlate with variations in the three-dimensional
velocity structure, then the modeling results of this study
may provide an estimate of the magnitude of this effect on
explosion mb's.

‘ 1.2 METHOD OF APPROACH

The inversion modeling technique adopted in this study
a is based on a formulation of the earth structure problem
originally proposed by Aki, et al., 1977. We start with a
layered medium, extending over the crust and upper mantle in
the region of interest, and divide each layer into blocks of
varying dimensions. Within each block, we assign a parameter

which describes the velocity perturbation from an average

value in the respective layer. Most previous applications

of this technique (Aki, et al., 1976 and 1977; Husebye, et al.,
1976; Rodi, et al., 1980) have treated the case where the
travel-time data set to be inverted was obtained from recording
! stations located above the volume of earth to be modeled and
earthquake and explosion sources distributed globally at
teleseismic distances. In the present study, we treat the .
"reciprocal"” problem: modeling three-dimensicnal structure
beneath a local array of events (i.e., NTS explosions) based

on an inversion of teleseismic travel-time data obtained from
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globally distributed seismograph stations. While the basic
relationship between travel times and velocity structure is

reciprocal with respect to source and receiver, it is neces-
sary to consider in detail the sources of error in the travel-
time data and the corrections applied to the data in order to
demonstrate that the problem, as formulated in this study, is
completely reversible. Spence (1974), who analyzed some of
the same travel-time data that are included in our study, con-
sidered this aspect of the problem. In this study we consider
it in the context of setting up a linear inverse problem.

Central to the modeling approach adopted here are linear
inversion techniques based on the formulations of Backus and
Gilbert (1970), Wiggins (1972) and Jordan (1973). These tech-
nigues find an optimal earth model that best fits an observed
geophysical data set while maintaining a specific degree of
smoothness in the model. During the course of previous appli-
cations of this technique (Savino, et al., 1977; Rodi, et al.,
1980), we developed a smoothing procedure for gquelling lateral
variations in the inversion model that are not required to fit

the observed data.

1.3 MODELING RESULTS

The more robust features of the model obtained in this
study for the crust and upper mantle structure beneath NTS are

the following:

1. A velocity gradient trending across the
entire NTS model region from northwest
’ (high velocity) to southeast (low veloc-
ity). This gradient is present, to some
extent, in all layers of the final model
which extends to a depth of approximately
150 km.

. ; 2. A high velocity anomaly localized beneath
: Pahute Mesa. The location of this anomaly
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varies with depth: it is very nearly
centered on the Silent Canyon Caldera
in the shallow crustal layer and

migrates northward with increasing ;
depth. !

1.4 OUTLINE OF REPORT

The remainder of this report is organized as follows.
In Section II we outline the formulation of the problem as a
] linear inverse problem and discuss in some detail the similar-
ities and difference between the present situation and the
more classical one where teleseismic travel times are recorded
at a local array of stations. In addition, we develop analyti-
cal tools designed to handle very large data sets without
losing the full power of linear estimation procedures for the
B determination of variances, resolution and trade-offs.

? The data set is then presented in Section III; editing,

. culling and preprocessing of the raw data represents a major

1 task which must be a prelude to actual inversion, and which is
described in detail. Inversion of the final data set is the

object of Section IV, which contains a thorough description of
our preferred model (Model T65-20). In addition to the pre-
sentation of the model, we shall dwell on the trade-off be-

' tween model parameters, variance of estimation, and resolvability
of several important features. Interpretation of the model in
the geological and geophysical context of NTS is discussed in

Section V, together with considerations pertaining to the ef-

ST

G

fects of the three-dimensional structure beneath NTS on the i
teleseismic signature of NTS events. Finally, we summarize F
the salient conclusions of this study in Section VI, and

identify several aspects of the work for which we recommend

B 2on o adna talvin: o

further study.
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II. INVERSION METHOD

2.1 RECIPROCAL TELESEISMIC TRAVEL-TIME PROBLEMS

The inversion of teleseismic travel-time residuals for
three-dimensional block models of crust and upper mantle struc-
ture is now a standard geophysical technique which has been
applied in several studies (e.g., Aki, et al., 1977; Husebye,
et al., 1976; Rodi, et al., 1980). In these applications, the
structure beneath a local station network is determined from
P wave travel times observed from teleseismic events. In the
present study, we have the "reciprocal" or dual problem:
determining structure beneath a local array of events (NTS
explosions) from travel times observed at teleseismic stations.
While the basic relationship between travel time and velocity
structure is reciprocal with respect to source and receiver,
it is necessary to consider the sources of error in travel-
time data and the corrections applied to the data in order to
demonstrate the egquivalence of the dual inverse problems.
Spence (1974), who analyzed some of the same data as we use
here, considered this aspect of the problem. Here we con-
sider it in more detail.

2.1.1 standard Problem

In Figure 2.1 we compare the basic geometries of the

standard and reciprocal teleseismic travel-time problems.

In the standard problem (Figure 2.la) the station network is
at the earth's surface and records each of several globally
distributed teleseismic earthquakes. The velocity structure
beneath the station network, extending from sea level (or
some other datum plane) to a depth roughly twice the hori-
zontal aperture of the network, is modeled as a three- b
dimensional grid of homogeneous blocks. The velocity of each

block is to be determined from arrival time data measured from

- ey e

PRy S

each event.
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Figure 2.1. Schematic illustration of the standard and recip-

rocal geometry for treating teleseismic travel-
time residuals.




A raw datum is the observed first-motion arrival time,

from an Event E to a Station S. It is assumed that rea-

P
ES orig
E ’

sonably accurate estimates of the event origin time T
focal depth zE,epicentral distance AES’ and back-azimuth BES
are available. The arrival time is then converted to a
travel-time residual, AtES’ by the formula

- . morig _ _table _ _elev
Btps = Tgs ~ Tg *Es tss” (1)

where

AtEs = observed travel-time residual
(from Event E to Station S)

TES = observed arrival time

Tgrlg = estimated origin time of event

i

tggble = Herrin (or J=-B) table travel time
for distance AES and focal depth zg

t;é?V = station elevation correction.

Referring to Figure 2.1a, the Herrin table correction predicts
the travel time through a spherically symmetric average earth
between the estimated event location (Point E) to the point at
sea level below the station (Peint §°). The station elevation
correction predicts the difference between the travel time
from E to S” and that between E and the true station location
S. The elevation correction requires that the velocity struc-
ture between S and S° be known.

A OV

The dependence of the travel-time residual AtES on the
slowness structure u(x,y.z) in the model grid (u = v-l, v =
g P velocity) is given in terms of an initial plane-layered
. slowness model uo(z) and the ray path ;0 traced through the l
initial model. The ray is traced from the point S§° in the

x4

e S ST N L G T
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direction of the back-azimuth BES downward to the bottom of the

model grid (Point A), using the ray parameter predicted by the
Herrin table. To first order in (u - u,) then, 3

-

Atpg =./-S ds Au(fo) + bE + Cg t egg (2)
A
where
Au({x,y,z) = unknown slowness perturbation
= u(x,y,2) - uy(z)

bE = event~dependent baseline error

Cg = station-dependent baseline error

epg = error varying with station and event.

_ The first term in Egquation (2) is the integral of the slowness
. perturbation along the ray path ;0 between sea level (Point S°)
and the bottom of the model grid (Point A). All other contri-
butions to the travel-time residual are considered as one of
three types of error: errors which are constant among the
data at all stations for a given event (bE), errors constant
among the data from all events at a given station (cs), and
errors which vary from event to event and station to station

(epg
time terms, respectively.

}. The errors bE and c_. are effectively event and station

)

term represents measurement errors (reading

The €rg
fi errors) in the observed arrival times. The measurement errors
? can be treated as zero-mean, random and uncorrelated between

data. We thus treat them stochastically as

epgl

Ll T T T e I ST S

{; E(
2 (3)

_l var[e zs

ES]
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. 2 . .
where the variance g is given. There are other error terms

ES
which are also event and station dependent, but the variation
with either station or event is very small. Therefore, we

treat them as baseline errors.

We identify only one station baseline error (cs): an
error in the station elevation correction caused by the use
of inexact elevation or inexact model of the surface to sea
level velocity structure. At a given station this error, and
the correction itself, varies only slightly from event to
event (see Section 3.2). Typically, the elevation correction
error is very small compared to the expected measurement error
(OES) so cg can be ignored.

In the event baseline error bE we include the following
contributions:

1. Error in the estimated origin time.

2. Error in the Herrin table time due to
a mislocation of the event (error in
AES or zE).

3. Error in the Herrin table time due to
the earth's ellipticity.

4. Network clock (timing) error, causing
all stations to be mistimed by an equal
amount.

5. Waveform bias: reading the arrival time
of a point other than first motion on the
waveform, such as the first peak or trough.
This can give more accurate readings and
if the waveforms from an event copy from
station to station, the resulting bias sets
acts as a baseline error (Savino, et al.,
1977).

6. The quantity_ﬁ; ds (ug - uy) (see Figure 2.la),
where ug is the initial model and uy is the
Herrin earth model.
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A
7. The quantity /- (u = uy), which represents
travel-time delays caused by velocity per-
turbations below the model grid all the
way back to the source.

We note that Errors 3 and 6 could be corrected for but as long
as the other event baseline errors are present there is no
advantage in doing so.

The treatment of Errors 2, 3, and 6 as station-independent
baseline errors is an approximation which requires the variation
in ray parameter across the network to be small, thus making the
ray paths from a given event nearly parallel beneath the network.
This approximation is very good when the aperture of the network
is small compared to the epicentral distance. The station depen-
dence of Error 7 is likewise negligible, at least when the earth's
slowness below the model grid has no lateral variations; i.e.,

when (u - u is one-dimensional.

H)
The travel-time delays (or advances) caused by lateral
variations in velocity outside the model grid (Error 7) can be

a problem. It is appropriate to treat such delays from a

particular event as a station-independent baseline error only

if the horizontal scale of the velocity anomaly exceeds the
width of the packet of ray paths intersecting the anomaly.

The closer the anomaly is to the event, the easier it is to
satisfy this requirement, a limiting case being an anomaly in
the source region which uniformly delays the travel times to all
stations. The worst problem then stems from velocity anomalies
below but near the model grid. If these are of small-scale

Py -

and large amplitude, their effect cannct be treated as a base-
line error and should be modeled either with a deeper model

et o

grid or as a spatially varying error term (e.g., linear trend).

—

We note, however, that this analysis of tlie deep anomaly prob-
lem is based on a first-order theory of travel-times. The a

actual nonlinear dependence of travel time on slowness may
actually reduce the effect of deep small-scale anomalies. A 3

10
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wavefront perturbed by a velocity anomaly heals as it propagates
(Claerbout, 1976).

is negligible, Equation (2) thus takes

Given that Cg
X the form of a linear inverse problem, with the observed resid-
; uals AtEs linear functions of the unknown model Au and contain-
f ing a combina+ion of baseline errors (bE) and random measure-

ment errors (e_..). We will later formulate the problem with

; ES
; the baseline errors as "nuisance parameters” and convert the
t

problem to a more standard form.

We note that the presence of ¢ if it were not negligible,

’
would not make the inverse problem iniractable. Any number of

‘ nuisance parameters can be accommodated. However, having to deal

with both station and event baseline errors would make the in-

ﬂ verse calculations less efficient and, more importantly, the

presence of both would seriously degrade the resolving power of

the data for the velocity structure.

' 2.1.2 Reciprocal Problem

: The geometry of the reciprocal travel-time residual

problem is illustrated in Figure 2.1lb. In this problem, the
three-dimensional structure beneath a "network" of buried
explosions is to be determined from arrival times observed
at globally distributed seismic stations. We assume that
the shots are above sea level so we can use sea level as a
for a given sta-

e

datum plane. The travel-time residual AtEs

tion and event is then obtained as

¢ = - mOrig _ _table _ _elev
AtES TES 'I‘E tES t‘EE - (4)

! where T and T°F19 are as before and

1 ES E

11
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tggble = Herrin table travel-time for distance
a and surface focus.
ES

tgé?v = event elevation correction.

The event elevation correction plays the role of the station
elevation correcticn in Equation (1), although the correction
now involves the structure only below the shot depth to sea
level. The use of the surface-focus Herrin correction would
seem to warrant a second elevation correction in Equation (4),
for the teleseismic station. However, this correction acts
like a focal depth error in the standard problem and can be

overlooked.

The travel-time residual AtES can be modeled as in the
standard problem; an initial plane layered model of the struc-
ture below the events is used for tracing a ray path from the

Point E° downward through the model grid to the Point A (see

Figure 2.1lb). (The direction of the ray is now the event-station

azimuth instead of the back-azimuth.) We thus write

-

AtES =/1; ds Au(ro) + bs + cE + epg - (5)

This is Equation (2) with E and S interchanged. While most of
the sources of error are the same in the two problems, their
distributions into the three error terms differ. For the
reciprocal problem to be identical in form to the standard
problem, we must demonstrate that g in Egquation (5) is

negligible and that epg can be treated as a random error term.

The station~-dependent, event-dependent errors, epg’s NOW

include:

l. measurement error,
2. station clock errors,

12
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3. error in the Herrin table time due to
event mislocation.

Since globally distributed stations are timed independently,
and the events are widely separated in time, station timing
errors cannot be treated as baseline errors. While the timing
errors at a station may have a systematic (nonrandom) variation
with time, depending on the intervals between clock calibration,
there is inadequate information available to account for this
correlation. Therefore, we must treat timing errors like mea-
surement errors: zero-mean and independent. In the reciprocal
problem, errors due to event mislocation (Error 3) are event and
station dependent. However, they vary systematically with sta-
tion location and cannot be treated as independent between data.
For NTS explosions, precise locations are available so this
error can be neglected. Without precise locations, the event

| mislocations would have to be treated as nuisance parameters
in a joint hypocenter/velocity determination.

1 Contributions to the station baseline errors (bs)
include:

H

2. The quantity‘L ds (u - u,): delays from
velocity anomalies outside the model region.

E‘
1. The guantity j; ds (u0 -u,).
A

w
.

Station elevation correction, which was not
applied to the travel-time residual.

Errors 1 and 2 were discussed above with regard to the standard
problem, where they acted as event baseline errors. Error 3 is

AT

v vea
Ll At

analogous to a Herrin time error in the standard problem caused
by errors in focal depth.

The remaining sources of error act as event baseline

; errors (cE):

13
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1. Error in the event origin time.

2. EBError in the event elevation correction.

For an NTS explosion, the origin time error is insignificant.
The errors in the event elevation corrections are assumed to

be smaller than the expected measurement error, as we assumed
for the station elevation correction errors in the standard
problem.

We have ignored waveform bias as an error because the
peak-and-trough reading method is not appropriate for the
reciprocal problem.

We see that the standard and reciprocal teleseismic

travel-time problems have identical forms, given certain
assumptions about the sources of data errors. For the
reciprocal problem, this form reduces to

AtEs=fdsAu+bS+eES . (6)

To summarize, we drop the c_ term in Equation (5) and treat

E

e as an independent zero-mean error under the following

ES
assumptions:

® Station clock errors and measurement errors
are independent and zero-mean.

® Event elevation corrections are accurate.

¢ The locations and origin times of the
events are known exactly.

Departing from these assumptions would require adding additional

terms to Equation (6) and treating them as additional nuisance
parameters in the inverse problem.
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2.2 LINEAR INVERSE FORMULATION

Given travel-time residuals from several stations (S =
l, 2, ...; and events (E =1, 2, ...), and a block model
representation of the slowness perturbation Au(x,y.z), we can
express Equations (3) and (6) as a discrete linear inverse

problem of the form

E{d] = Am + Bn

var([d] = X (7)

where 4 is the data vector, m a model parameter vector, n a
nuisance parameter vector, and I a data covariance matrix.

These are defined by

= T
d - (Atll, At21, At3l' . e oy Atlz’ Atzz' o..)
o oau 2 2 2 2 2
Y = diag (Ull' Ohyr O31r ==+¢ Tygr T5ps e es)
m = (Au Au Au ., Au Au )T
111’ 211’ 311" 1217 2217 *°°°
- T
n= (bl’ b2' ---) .

We have denoted the slowness perturbation in the (i,j.k)'th
block of the three-dimensicnal model grid as Auijk'

The matrices A and B, respectively, contain the partial
derivatives of travel-time with respect to the block slownesses
and station baseline errors. From Equation (6) we see that the
derivative of a residual with respect to the slowness of a
block is the length of the ray path segment intersecting the
block. A given ray path intersects very few of the blocks so
most elements in A are zero. Also from Equation (6), we see
that a given residual depends on only one baseline; given the
ordering of the data defined above (event counter varying the
fastest), B has the blocked structure

15
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B = . (8)

We should mention that in setting up the problem in
this form, there is no reqguirement that the data set be com-

plete; i.e., that a residual At exist for every event=-station

ES
pair. OQur NTS data set, in fact, is very incomplete: data were
available for only 20 percent of the possible event-station
pairs defined by our final event and station sets (see Section

III).

Even though the NTS data set is incomplete, the system
represented by Equation (7) is gquite large. After several
steps of data culling (see Section III), the data set consists
of 2597 residuals observed at 221 stations. The model grid
we designed (Section IV) contains 1188 blocks. Therefore,
the system contains 2597 equations and 1409 unknowns (1188 in
m and 221 in n). The 221 nuisance parameters (station base-

lines), however, are of no interest.

Instead of applying generalized linear inverse tech-
niques directly to a system this large, we first employed two
special techniques that reduce the system to a simpler and ?
smaller one: a "data grouping" technique, which effectively ,
averages together redundant data and thus reduces their number, ;
and a "denuisancing" technique, which eliminates the nuisance
vector n from the system by constructing an equivalent inverse

problem involving only m. Together these procedures reduced

16
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the problem to a 1173 by 1188 system, which costs about a third
as much to solve as the original system. Before describing

these special techniques and the inversion algorithm itself,
let us define the optimality criterion we use to obtain a
solution to Equation (7).

We define a solution to Equation (7) as estimates m and
n which satisfy the damped least squares criterion

T,.~1 T,-1.

(d-ai-B3)T T71 (d-am-BR) + 6 AW iHm + o ATz YA

is minimum (9)

where 6 and ¢ are scalar trade-off parameters and W and Z are
specified parameter weighting matrices, both assumed positive
definite. This criterion is equivalent to the optimality
criteria defined by Backus and Gilbert (1970) and Jordan (1972),
but we have expressed it in terms of two parameter vectors in-
stead of the usual one.

The first term in Egquation (9) is a measure of the
"misfit" between the observed data, d, and the data predicted
by the solution (m,n). The second and third terms are norms
of m and 1, respectively. These terms stabilize the solution
by damping components of i and 1 that do not contribute much
to fitting the data, but which may cause the solution <o be-
come physically implausible.

In the teleseismic residual problem, where the nuisance
parameters are baseline errors, it is useful to interpret the
product 4”1z as a prior variance assigned to n:

-1

var(n] = ¢ ~2 . (10)

Considering the sources of error contributing to n, it is
appropriate to make this variance very large compared to the

variance assigned to the measurement errors, ~. In our

17
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6 (I = unit matrix);

computations, we used =1, 2 =1I, ¢ = 10
i.e., the baseline errors are expected to be of order 1000 times
larger than the measurement errors. The effect of this is that
i is barely damped, closely approximating ¢ = 0 in Equation (9).

This allows n to adjust freely to fit the data.

In selecting 8 and W for the damping of m, the prior
variance interpretation is not very useful. Instead, we set
up the model norm to be a measure of the roughness of the veloc-
ity structure. That is, we construct W-l as a nondiagonal
matrix such that the model norm is a discrete approximation to

the following integral:

ATk 2 fax fay faz 10002 + egan? + 2am . ay
With this definition, ﬁTw-lﬁ is sensitive to lateral gradients
in Al of a scale smaller than A, which we set to a large value
(300 km). In this way, 9 allows us to control a trade-off be-
tween the smoothness of the velocity model # and the fit it
provides to the data. The best value of 8§ cannot be determined
in advance. Rather, it must be selected on the basis of examin-

ing models and their predicted data computed with several values
of 8.

In the following developments we will use some abbrevia-
tions to simplify expressions. We will use a circumflex above
symbols t? denote that quantities have been normalized by the

factor X" 2. Thus,

d=Z " a

(12)
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We will also apply this notation to quantities defined later,
without further explanation.

2.3 DENUISANCING

In the reciprocal teleseismic residual problem, in which
the nuisance parameters are station baseline errors, denuisanc-
ing reduces to a zero-meaning operation performed on the data
and partial derivatives. The mean residual at each station is
subtracted from all the individual residuals determined for
the station. Denoting the mean residual at Station S as KEs

and the zero-meaned residuals as At;g, we have

— o =2 -2
Atg = E Ies At'r:s/g Igs

AeZ® = At - BE

ES ES g ! (13)

where the sums in Equation (13) are over only those events re-

corded by the station. We see from Egquation (13) that KES is
a weighted mean, each residual weighted by its inverse variance.
Equations (6) and (13) imply that the dependence of A2 on

ES
the slowness structure is given by

zm _ > -
AtEs _/as Au(rES)

= —
pEs.[as Au(rEs) + epg ' 8g (14)

mt4

where Pgs = cEg g c;g and ;ES is the initial ray path traced
from Event E toward Station S. Thus At;g depends on the struc-
ture beneath all the events recorded by S. However, the zero-
meaning cancels the dependence on bs. In terms of the discrete
block model of Au, the combination of integrals in Equation (14)
corresponds to zero-meaning the partial derivatives of AtES in

the same way that the data are zero-meaned.
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Another common procedure for removing the dependence of
the residuals on bs is to reference the residuals to those of
a fixed event EO:

ref

At = At - At

ES ES E,S (15)

Relative residuals are useful for data display and were used
by Spence (1974) in his analysis of the NTS data. However,
zero-meaning is the proper denuisancing procedure to use in a

formal inversion of the data.

The zero-meaning of travel-time residuals and their
partial derivatives, as a way to eliminate baseline errors
from the inverse problem, was derived by Aki, et al. (1977).
2 This basic denuisancing technique has been extendad and
generalized by Savino, et al. (1977), Pavlis and Booker (1980),
Spencer and Gubbins (1980) and Rodi, et al. (1981). Here we
summarize the algorithm of Rodi, et al. (1981l) in the context
P of solving Equations (7) and (9). The general denuisancing
algorithm is a required part of the data grouping algorithm
described in Section 2.4.

To begin, we note that Equation (9) is equivalent to the

coupled normal equations:

' (ATA + sw Lym + ATBi = A%4 (16a)
8TAz + (BTB + o2 L)s = 874 . (16b)

o
‘ Solving Equation (l6a) for fi we obtain

": ’ A o A A
3 i=B8B (d - Am) (17)
where

8+ 0274 BT . (18)

20
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The matrix B  is a damped generalized inverse of B. Now we
define the symmetric matrix QB by

Qg =1 - BB . (19)

Then substituting i in Equation (17) into Equation (l6a) gives
AT . & -

(A QBA + 6W . (20)

We can simplify this with the following substitutions:

~ - -lf ~ =2-%

A =Q A= A, (21a)
1 -1

i =02d:=5 % (21b)

dy = Qg ¢ = v o

Then Equation (20) becomes

L = A\'f ot FUN (22)

T «-1 -
(AvE A, + 8w y

Equation (22) is the normal equation that results from

the minimization condition
(@,-amT £ (@ -a @ + 0fTW lf is minimum . (23)

Comparing to Equations (7) and (9), we see that m is a solution
to an equivalent inverse problem that does not involve the
nuisance vector fi; namely,

E[dV] Avm

Var[dV] h . (24)

Equations (23) and (24) are a standard linear inverse problem
and we discuss its solution in Section 2.5.

21
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We call the operator Q; in Equation (21) a denuisancing

operator, and dv and Av denuisanced data and partial derivatiYes,
respectively. It is convenient forhsomputation to evaluate Qg,
and the damped generalized inverse B , in terms of the singular
value decomposition (SVD) of 8 (Lanczos, 1961; Wiggins, 1972).
Let

A% T
BZ = SIT (25)

where the columns of S and T are orthonormal eigenvectors and

[ is a diagonal matrix of positive eigenvalues:

sTs = 7lp = 1

bar |
[

diag (Yl, Yo e} >0 . (26)

Then we have

1

Ae z -

8" = 2 rr(rd + o1yt ST

Q=1 - sr2(r? + 1)t ST

1 L _1

Qi =1I-5iI-o (r? + ¢1) °1 ST (27)

When ¢ << Yi' which is the case for the valu? of ¢ we

selected for the NTS inversion (see Section 2.2), Qg approxi-
mates an orthogonal projection operator:
1
2 o 1 - gsT (28
QB 620 . )

Denuisancing then removes the projections of d and A onto the
null space of B.

In the reciprocal teleseismic residual problem, B has

the simple structure shown in Equation (8). The denuisancing

22
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L
operator Q; then reduces to a block diagonal matrix. With ¢=0,

each block acts as a zero-meaning operator on the data and partial
derivatives from a particular station, as in Equation (13).

2.4 DATA GROUPING

It is well known that a group of data having an identical
dependence on unknown parameters can, with no loss of information
about the parameters, be replaced by an average datum. Thus,

L]
»
g

Eld;]

i=1, ..., N,

(1]
Q
-

Var[di]

where the di are N scalar data and a is a vector of partial
derivatives, is equivalent to

T

E[d] = a™m
var (3] = 3°
where
=2 _ > c;z
1
3= 3 z a7 4

0Of course, there would be a cost advantage in replacing the N

data d, by the single datum d in an inversion.

In the NTS inverse problem, we have a situation similar
to this. Travel-time residuals at a group of close-together
stations have ray paths which predominantly hit the same model
blocks. Therefore, their partial derivatives with respect to

Au are approximately equal and can be replaced by a common set i

23
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of partial derivatives obtained from an average ray path. The

same group of data are not, however, redundant with respect to
the station baselines; each datum depends on a different base-
line error. Therefore, a simple averaging of the data does

not produce a datum with the same information about the param-

eters.

If we approximate the dependence of N travel-time re-
siduals on Au by N0 distinct ray paths (No < N), then the
partial derivative matrix A has only No distinct rows and
(N - No) repeated rows. We can express this as

A= FAO (29)
where A0 contains the distinct rows. The matrix F is N x No
and expands AO into A. Each row of F contains a one and

(NO - 1) zeros.

The inverse problem can now be written as

E(d]

FAom + Bn

Var[d]

> (30)

where we assume that B cannot be factored with the matrix F.

If B were zero, sSimple variance-weighted averaging of
d would be the appropriate way to reduce the problem size with-
out losing information about m. Formally, this can be written

as

o -
4y = T Frx7la, (31)
Q
implying, with B = 0, that

24

SYSTEMS. SCIENCE AND SOFTWARE




EIdOJ = Aom
Var(d,] =Eo . ;
We note that |
(2, s hhr=1 . (321

With B not zero we must take a different approach. Let
us seek a new nuisance matrix Bl and new data vector dl, where
dl has length N
tion m to

o and covariance Eo, such that an optimal solu-

E[dl] Aom + Blnl

| Var[dl] 20 (33)

is identical to the m solving the original problem in Eguation
(7). Since the original nuisance vector n is of no interest,

we allow dl to depend on a different nuisance vector which we

have denoted n,. In analogy with Equation (9), an optimal
solution to Equation (34) is defined by the criterion

~T -lﬁ-l +

F=B.fi.) T z'l(dl-A f-B.A.) + 8 AW

(d)-Rom-Byn) " I o™By )

minimum . (34)

We also allow ¢ and Z to differ from the original problem. The
objective then is to find the dl' Bl’ ¢l and Zl that make the i
satisfying Equation (34) identical to the @ satisfying the

original criterion in Egquation (9).

P For convenience, we define the following normalized

l qguantities:
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4
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4
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(]
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>
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t
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(2™
[
L]
o
40—‘
o

(35)

Qo
[}
oM
ol
Q.

We note that ?Tﬁ

I, and A = ﬁio.

Using the development of Section 2.3, we can immediately
write the denuisanced normal equation for m resulting from

Equation (34):

AT A -l N AT ~
(AO QB Ao + W T)m = AO QB dl (36)
1 1
where
A - /\T A _l -1 /\T h
Bl = (Bl Bl + ¢lzl ) Bl . (37)

In terms of Ao and f, the denuisanced normal equation in the
original problem, Equation (20), becomes
2T AT

-l__ ~
0 + W ")m = Ao F QB d . (38) |

AT AT AN
(Ao F QB FA

For Equations (36) and (38) to be equivalent, we must require
that
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= BT 887F (39a)

a, (39b)

where we have used Equations (31) and (35).

Several choices of ﬁl, ¢l and zl solve Equation (39a).
We define one choice as follows. Let

1
2

MB =2 B

i
2

T 822 + o1 . (40)

The right hand side of Equation (39a) is then

N 1
A - 2 ATA
Bz’ MBl 2° BTF .

T

R.H.S (39a) = F (41)

We now define Sl, Fl, and Tl through the singular value decom-

position
Ll 1
AT 2,2 2 _ T
F~ B2 MB --Sl Fl Tl (42)
where ST S, = TT T, = I and T, is diagonal Then
1°1 171 1 g :
_ 2 _T
R.H.S. (39a) = Sl Fl S (43)
The following then obey Egquation (39a)
Bp=510
-1 _ _ p2
¢lzl =1I Pl . (44)
This implies
_ - 2 .7
QBl =1 sl Fl Sl . (45)

We note that if ¢ > 0, then 0 < Fl < I
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Using Equations (42), (44) and (45) we can now rewrite
Equation (39b) as

-L 1 i
2 T, 5 -4 . T, 2 2 aT 2 i
(I - Sl Fl Sl) dl = do Sl r Tl My Z B~ 4 . (46)
This is solved by
2 -1 -+ 1
A—A - TI\‘T ZAT'\
dl = do + Sl Fl(I Fl) [Pl S1 do 'r1 MB Z B® d4j.
(47)

Thus dl equals do, the simple variance-weighted average of 4,
plus an extra "correction" term. We note two situations in

which the correction term is zero. First, if

rTs"lpg=0p

then B
as

1 and hence Fl and zero. Seccond, if B can be factored

B = FBO (48)

then the two terms inside the brackets in Equation (47) cancel.

This grouping algorithm applies to any problem in which
A can be factored as FAO, regardless of what F is. 1In this
problem, where F simply repeats rows and where B is block
diagonal, the computations become particularly simple. The
matrix FT =1 B is block diagonal and My is diagonal.

In obta%ning Bl’ one automatically obtains the denuisanc-

ing operator Qg :
1

1

2, .7
)] sl . (49)

2

Q 1

[+ IESY B

=1=8,[I~ (I-T
l l
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This operator is used to define the denuisanced matrix and

data vector:

1
A 2 ~
Aoy = 9 A
1
L
i, =92 a (50)
1v Bl 1 -

In terms of these, Equation (36) becomes

AT ~ —l,_.-AT A
(on on + 8W T)m = on dlv ’ (51)

which is analogous to Equation (22).

| 2.5 LINEAR INVERSE ALGORITHM

We have reduced the teleseismic residual problem to a
. standard linear inverse problem of the form:

Eld),] = By, @
. Var[dlv] =1 (52)
b 3
where m represents the slowness perturbation Au and dlv repre- ﬂ
sents the grouped, denuisanced travel-time residuals. A solu- §
P Y
Ce tion m to Equation (52) has been defined by
1
4 @d, -A& #T@, -A @) + 6 AW A = minimum (53) f
: 1lv Ov 1lv Qv :

This defines m as a linear estimator of the form

Ry oRpPe-i
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m = AOv dlv (54)

Ov
The algorithm we use to obtain Aav is very similar to

4 A -

the algorithm described in Section 2.3 for obtaining B . 1In

where A is the damped generalized inverse of §0v°

this case, we factor the weighting matrix as
wl=gxTy (55)

where H is a square nonsingular matrix. (We actually specify

f H instead of W *.) Then we obtain the SVD
’ > -l T
on H = UaAv® , (56)
B where
| T, T

A = diag (ll, A P XK) >0 . (57)

2'

A

Even after grouping,on is a very large matrix (1173 by 1188)
so the SVD requires a core-to-disc computer algorithm. The

e inverse ﬁav is then obtained as
Ay, = it vaa? + o)t uT . (58) i
P

Since A is diagonal this expression is readily evaluated for ;
varying 6.

Equations (52) and (54) imply

E[m] =.Am

]
-~

Var [m]

(59)
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where
1
& - Ao -~ = -l 2 2 -l T
R = AO\) on H VA (A + 8I) V°H
\ p= Ay AST = w7l va? (%« en "2 T (60)

AR 1s the resolution matrix and ¥ the covariance matrix of the
model m. These matrices provide a means for assessing the
uniqueness of M. Equation (60) states that fi is an estimate
of m "filtered” by £, and not of m itself. With m as a three-
dimensional block model of the earth, each component ﬁi esti-
mates a spatial average of the true structure; the i'th row of
AR is a discrete three-dimensional function which shows the

B spatial extent of the averaging or filtering. In addition
to the filtering, m is also contaminated by a random error
whose variance is 7.

The quantities £ and ¥ aid in selecting a "best" single
model among the family of models m(6) defined over 0 < 9 < =,
Backus and Gilbert (1970) showed that as 8 increases (I-=#)
increases (resolution degrades) and ¥ decreases, thus giving

T

a trade-off between resolution and variance. One should
attempt to choose § such that (I-2£) and ¥ are both acceptably

1 small.
iy,
The parameter 9 also controls a trade-off between

model smoothness and data misfit, as one can see from the ;
; minimization criterion Equation (53). The quantity g given !
by |
.3 I
% !
-, 2 _ 1 - T «-1 _ . ;,
& €0 T Ny (dlv Roy M7 Zo7 (dqy, = Bgy R (61) ‘

x where N0 is the number of grouped data, is the r.m.s. misfit 4

i : between the observed (grouped, denuisanced) data and the data

1

predicted by m, A, m. The model norm, AW m, measures the

Ov
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average "roughness" of the model. As a function of increasing
8, €9 increases and the model norm decreases. While these
scalar quantities are useful, it is desirable to visually exa-
mine the smoothness of the entire model and to compare the

full observed and predicted data sets, in selecting and assess-

ing a final model.

We must comment here on the equivalence between inver-
sions of grouped and ungrouped data. We know from Section 2.4
that the same m is obtained from the inversion of either data
set. This is true also for &£ and ¥ and, of course, the model
norm. (Thus, we could have equally well used dv and Av in
Equations (52) through (60).) However, grouped and ungrouped
r.m.s. misfits are different. Letting

~T <=1 -
(dv - Avm) z (4, - Avm) (62)

™
[l
2~

this means e # €g° Furthermore, the relationship between
grouped and ungrouped predicted data is not simple: one is

not a simple variance weighted average of the other.

In the next section, on inversion results, we show
ungrouped predicted data for our final model and compare them
to the ungrouped observed data. Both are denuisanced (zero-

.J‘ meaned), however. We also use the ungrouped r.m.s. misfit ¢
in a trade-off curve. In using ungrouped rather than grouped

ﬁj quantities, we essentially are treating grouping as a compu- f
tational step in the inversion rather than as a data process- ;

ing procedure.

For our results, we also convert the trade-off parameter
to a dimensionless quantity which is the effective number of b
degrees of freedom (NDF) in the model f(8). NDF is defined as £

K 2, .2
, NDF = S A5/(A + 8) (63)
: oy kK

and equals the rank of .4. ' '
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III. TRAVEL-TIME DATA

3.1 ORIGINAL DATA SET

The basic data for this study consist of arrival times
of globally recorded P-waves from NTS explosions as reported
in the bulletins of the International Seismological Centre
(ISC). This particular data source was chosen since it is
the most comprehensive compilation of seismic event-station
arrival time readings generally available.

The first step involved in acquiring the data for this
study was to determine the time period of availability of ISC
bulletins. This turned out to be the latter part of 1964
through mid 1978, with occasional gaps. Taking the bulletins
in conjunction with published announcements of NTS explosions

. (Springer and Kinnaman, 1971; Springer and Kinnaman, 1975;
USGS Preliminary Determination of Epicenters, Monthly Listings),
the appropriate sections of the ISC bulletins were xeroxed and
edited for subsequent processing. The principal editing, or
selection criterion imposed on the acceptable arrival time
data at this point in the experiment was that the P-wave
arrivals be reported as impulsive. While this criterion re-

duced the available data base for explosions by as much as 50
,4‘ percent, especially in the case of low magnitude events, we
note that the preponderance of emergent P-wave arrival times
are only specified to the nearest second in the ISC bulletins.
In contrast, arrival times of impulsive P-waves are reported
to the nearest tenth of a second. After we discuss the sub-
sequent culling and processing operations that had to be
applied to these data, it should be evident that, rather than
sacrificing valid information, this selection criterion most
likely contributed to reducing the amount of noisy data.

The reported arrival times for all NTS explosions for
! ) which ISC bulletins were available, a total of 192 events,

33
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were keypunched and verified (i.e., double punched by two
different keypunch operators). Included with each arrival
time was the corresponding seismograph station code, and
event-station epicentral distance and azimuth. Station loca-
tion information was taken from the "Regional Catalogue of
Earthquakes" bulletin published biannually by the ISC. The
station and explosion locations were further verified by com-
paring distances and azimuths, computed using a standard pro-
gram, with the bulletin values. The data base at this stage
of the experiment consisted of approximately 9706 impulsive
P-wave arrival times reported from 663 seismograph stations
for 192 NTS explosions.

In Figure 3.1, we plot the locations of the 192 NTS explo-

sions for which arrival time data were acquired. The different
symbols follow the yield range scheme given in Springer and
Kinnaman (1971 and 1975), with the exception that explosions
occurring after 1973 (i.e., post Springer and XKinnaman) are
designated by a + symbol. The hypocentral information for
these later explosions was taken from the PDE Monthly listings.
As is evident from Figure 3.1, the majority of NTS explosions
occur in two primary test areas at NTS: Pahute Mesa and Yucca
Flat. Secondary test areas include Rainier Mesa, Frenchman
Flat, Shoshone Mountain and the Climax Stock at the northern
end of Yucca Valley (the PILEDRIVER explosion). As is well
known, the largest yield explosions are detonated at Pahute

Mesa (i.e., the m's and @'s in Figure 3.1). These events provide

the greatest number of far-field impulsive P-wave arrivals andg,
as we shall see, comprise the majority of our final processed
data set. The bimodal distribution of sources at NTS also
plays an important role in the selection of the model grid
(Section 1IV) and the interpretation of the modeling results.
This will be discussed in greater detail i subseguent sec-
tions of this report.

RTINS g, 1
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Figure 3.1.

Locations of initial set of 192 NTS explosions.
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An additional culling criterion applied to the data set
was the restriction of the epicentral distance range for inclu-
sion of P-wave arrival times. Perusal of the ISC bulletins
clearly indicated a long distance cutoff of approximately

100°, into the core diffraction range. Actually, for all but
the largest Pahute Mesa explosions, the epicentral distance
range for reported P-wave arrivals is generally characterized
by a gap between approximately 95° and 125°. Since we chose
not to get involved with the complexities of the various PKP
arrivals, we decided on a bulletin cutoff of approximately
100°. For the short distance cutoff we refer to the study by
Burdick and Helmberger (1978) on the P-wave velocity structure
of the upper mantle beneath the western United States, includ-
ing the NTS region. Figure 3.2 is a reproduction of one of the
figures from their study. This figure indicates that for
sources in the western United States, at distances greater

than about 25° the P-wave arrivals are beyond the major tripli-
cation range. Based on these observations, we chose a close-
in distance cutoff of 25° (e.g., the closest station in the
remaining data set is at a distance of 25.3° from the center

of NTS).

The restricted distance range results in a significant
reduction in the number of NTS explosions, from 192 to 82, and
the number of seismograph stations, from 663 to 369, remaining
in the data set. Approximately 40 of the 110 explosions dropped
at this stage of the experiment were omitted because of too few
reports of P-wave arrivals (i.e., < 5) remaining after applying
the distance range criterion. Figure 3.3 shows the locations of
the 369 seismograph stations in the distance range 25° to 108°
relative to NTS. As seen in this figure, station coverage
varies significantly with distance and azimuth. In general,
the northeastern gquadrant is well recorded over most of the
teleseismic distance range by stations in eastern Canada and
the United States, Greenland, Iceland and Europe. This
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Figure 3.2, Comparison of observed reduced travel
times to predictions from Models HWA
and T7 showing upper mantle triplica-
tions for western United States. From
Burdick and Helmbexrger (1978).
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Figure 3.3. Locations of 369 stations in the distance range
25° to 108° from NTS. (Stations with 4 > 90°
are plotted along the edge of the map.)
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situation is in sharp contrast to several other azimuths, in

particular the swath extending due south of NTS where there
is a complete lack of coverage. The significance of this
highly variable station distribution will be pointed up in
subsequent sections déaling with the ray path sampling of
the model region and the final modeling results.

e Ak gy v -

In summary, after applying several selection criteria
to the ISC bulletin data the resulting data set consists of
4484 P-wave arrival times reported by 369 seismograph stations
from 82 NTS explosions. Tables of station and explosion infor-
mation are given in Appendix A. For each of the 369 seismo-
graph stations, the following information is listed: station
code and full name, geographical coordinates, distance and

azimuth with respect to the approximate center of NTS, eleva-
tion and number of P-wave arrivals reported. The explosion
information consists of the following: an event number, date,
origin time, location, depth-of-burial, elevation and number

of stations reporting.

3.2 CONVERSION OF ARRIVAL TIMES TO RESIDUALS

As described in Section II (Equation 4), there are three
major corrections that have to be applied to the P~wave arrival
times in order to convert them to travel-time residuals. The
first of these is Tgrig’ the event origin time. In the case
of the NTS explosions, we are in a rather unique situation.

The origin times of these events are very accurately known,
being specified to 0.0l seconds (Springer and Kinnaman, 1971;
1975). Obviously, the origin times can be considered free of
error for this problem.

table : .
ES , the Herrin (1968) ;

calculated travel time for a surface focus event at distance
a The locations of NTS explosions are accurately known

The next correction applied is t

ES®
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and specified to 0.1 seconds of arc, an approximate 3 m loca-
tion uncertainty. Thus, as in the case of the origin times,
the errors associated with location uncertainty are consider-
ably smaller than measurement errors which we estimate as
approximately 0.2 to 0.3 seconds.

elev
EE” '
event elevation correction. As outlined in Section II, the

The last routine correction to be applied is t the
purpose of this correction is to reduce the observed P-wave
travel times from the NTS explosions to a common datum plane.
While the depths-of-burial of the explosions vary by as

much as 1 km, all the explosions are above sea level. Thus,
we devised a correction that places all the explosions at sea
level.

Given a plane-layered model of the velocity structure

below an event E, consisting of layer thicknesses hEz and

! velocities VEl’ i=1, ..., L (L = number of layers), the
elevation correction for the event E and a station S is given

by

1/2

elev 2
sz) (64)

LeE” T2

It

"EL - o2
1 VE& ES
where Pgs is the ray parameter determined from the Herrin
table. (Though not shown explicitly by Equation (64), the
summation is understood to not include layers or portions of
layers above the depth-of-burial or below sea level.) The

Esy *°
the angle of the ray path from vertical in the 2'th layer.

square-root factor in Equation (64) is cos eESl’ where 9

Iaan, A B it :‘i'

Teleseismic ray paths are near vertical so this factor is

asierainr A

close to one, implying that the elevation correction is
b approximately a vertical delay and thus only weakly station
dependent.

T

For the events at Pahute Mesa and Rainier Mesa, the
| elevation correction was computed using near-surface velocity
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models taken from a study by Bache, et al. (1979). A total of
eight different models was used for the Pahute Mesa test area.
Figure 3.4 shows how we subdivided this test area. The ground
zero locations of each of the explosions within any given sub-

region have approximately the same elevation. The eight Pahute
Mesa and Rainier Mesa velocity models used for this correction

are tabulated in Appendix B.

For all other explosion test areas at NTS (e.g., Yucca
Flat, Shoshone Mountain and Climax Stock), the near-surface
velocity models for the elevation correction were specified
in a somewhat different manner. These test areas are collec-
tively referred to as Yucca Flat in the remainer of this re-
port. Ramspott and Howard (1975) identify three media con-
trolling the predominant velocity variations below Yucca Flat
shots: alluvium or tuff above the water table, alluvium or
tuff below the water table and "hard rock." Included in the
hard rock category are the widespread Paleozoic rocks and the
mesozoic granites comprising the Climax Stock. These three
basic media are assigned average working point (e.g., shot
depth) compressional wave velocities, with a further subdivi-
sion of Yucca Flat into a northern and southern portion (the
dividing line being at approximately 37.1°N latitude). These
average velocities are listed in Table 3.1. A velocity model
for each shot, then, is obtained by using the appropriate
velocities from Table 3.1 in conjunction with estimates of
the depths to the water table and Paleozoic rocks, as well
as elevation, depth-of-burial and rock type at the shot point.
This latter information was taken from Springer and Kinnaman
(1971; 1975). Exceptional explosicns include PILEDRIVER (Event
Number 40, Appendix A) detonated in granite and two explosions
(NASH #54, BOURBON #55) detonated in dolomite. For these three
events we used a single layer model from shot pcint to sea
level and velocities for granite and Paleozoics (Table 3.1).
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] TABLE 3.1
AVERAGE VELOCITIES OF MEDIA AT NTS

Mean
Velocity
1 Region/Rock Type (km/sec)
3 Northern Yucca Flat
i Alluvium Above Water Table 1.97
Tuff Water Table 1.79
. Tuff Below Water Table 2.45
F' Paleozoic 5.40
|
* Southern Yucca Flat
Alluvium Above Water Table 1.58
! Tuff Above Water Table 1.90
3 Tuff Below Water Table 2.33
' Paleozoic 5.40
Climax Stock
} Granite 5.70
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Since each Yucca Flat event was effectively assigned a

different velocity model, it was convenient to evaluate the
elevation correction with a first-order approximation to
Equation (65):

elev EX 1 2
feec IV, T2PsZPmrVEmr - (65)

It was easier to tabulate the summations of hEl/VEZ and hEz VEl
directly from the data sources than to tabulate the models
themselves. This first-order expansion is accurate to 0.0l sec
or better. We note that the majority of the elevation correc-
tions calculated for Yucca Flat events are in the 0.1 to 0.2

sec range, with occasional corrections as large as 0.4 sec.

This completes our discussion of the major corrections
that we applied to the observed P-wave arrival times in order
to convert them to travel-time residuals. In Figure 3.5 we show
the observed travel~time residuals based on data from the 369
seismograph stations listed in Appendix A for 58 of the larger
magnitude, better recorded NTS explosions. We have restricted
the number of explosions plotted in this figure in order to

avoid overlapping of event and travel-time residual symbols.

The format we have adopted for showing these data is the
following. A circle is drawn around the location of each
explosion. The circumference of each circle corresponds to a
zero travel-time residual. Positive residuals are represented

by lines extending out from the circumference at azimuths 4

corresponding to the contributing stations. Negative residuals

are drawn in toward the center of the circle. The length of i

any particular line is scaled according to the size, or abso- .
lute value, of the residual. In this and all subsequent data

figures a circle radius equals a residual of one second.

While this form of data representation has the advantage of
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Figures 3.5a through 3.5f are on the following pages.

Figure 3.5. Observed travel time residuals (zero-meaned, before
culling) for 303 stations and 58 NTS events (see

1 text). Station and event information is given in

2 Y Appendix A. Residuals are represented according to

; a format described in the text. Figures 3.5a and

3.5b represent events in Pahute Mesa test area,

Figures 3.5c to 3.5f show events from the other

test areas. OQutlines of the corresponding rectangu-

lar frames are shown on Figure 4.3 in relation to

4 the NTS geography. Frames are labeled along north-

3 south and east-west axes with UTM (Universal

§ Transverse Mercator) northing and easting coordinates

(in kilometers), with respect to a central meridian

of 117°W (500 km easting).
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showing the behavior — that is the sign, size and azimuthal
distribution -~ of event residuals over the model region, there
are two main disadvantages to be noted. First, residuals with
values near zero seconds (i.e., + 0.05 secs) are hard to dis-
tinguish. Second, possible correlations between residuals and
takeoff angles for rays exiting the model region are obscured
by combining results from stations over the entire 25° to 108°
epicentral distance range. This latter point will be addressed
in more detail in later sections where we consider model block-
hit patterns which describe the ray path sampling of the model
volume.

The residuals in Figure 3.5 have been zero-meaned (see
Section 2.3). For each station, we subtract the average value
of the residuals based on all the NTS explosions recorded at
that particular station from each individual explosion residual.
In addition, we have applied a screen which automatically re-
Jects residuals from any given station that differ by more
than 2.5 seconds from the mean at that station. Application
of this screen resulted in a reduction of the number of sta-
tions from 369 to 303, and residuals from 4484 to 4332. The
purpose of this screen is to remove excessively noisy data
and produce reasonably legible plots.

The travel-time residual plots in Figure 3.5 are sub-
divided as follows. Figures 3.5a and 3.5b cover explosions at
Pahute Mesa, Figures 3.5¢ through 3.5f include explosions at all
other test areas. They are labeled "Yucca Flat" for convenience.

Some of the more obvious features of these data are the following:

1. a preponderance of observations from
northerly azimuths,

2. generally positive residuals for Yucca
Flat events, negative residuals for
Pahute Mesa events, and

3. a rather significant number of incon-
sistent or noisy residuals, both in
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terms of size and sign. The r.m.s. of
the zero-meaned residuals from the 303
acceptable stations is 0.45 sec, and a
large component of this is contributed
by noise rather than signal.
The reduction of the noise component in this data set

is the topic of the following subsection of this report.

3.3 CULLING OF TRAVEL-TIME RESIDUALS

The rather large noise component evident in the travel-
time residual plots shown in Figures 3.5a through 3.5f prompted
us to consider procedures for increasing the signal-to-noise
ration (S/N) of these data. Examination of detailed listings
of individual station-event residuals clearly indicated that
the data set was contaminated by a combination of particularly
noisy stations and anomalous residuals (outliers) reported by
otherwise highly consistent stations. We arrived at this con-
clusion by examining individual residuals and the r.m.s. resid-
ual at each station. For each station, a separate r.m.s. resid-
ual was computed for Pahute Mesa events and for Yucca Flat
events. A given r.m.s. for one of the areas represents an
average signal (due to structural variations within the area)
plus noise. With certain well-recording stations, we could
establish that the signal contribution (within each area
separately) was of order 0.3 sec. An individual residual much
larger than this is probably contaminated by a large nocise com-
ponent and a station whose r.m.s. residual is much larger than
this probably has several very noisy data. Of course, in esti-
mating noise levels in this way one must allow for the fact
that stations at different distances and azimuth see a different

signal contribution.

Given this basic approach to identifying noisy data, we
implemented two data culling procedures, each applied separately
to the Pahute Mesa data and to the Yucca Flat data:
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1. A dynamic screening procedure designed to
cull individual residuals that had symptoms
of large noise (outliers).

2. Rejection of all the data from a station
¥ whose r.m.s. residual was symptomatic of
t several noisy residuals. Data from sta-
‘ tions recording very few events were also
| rejected.

‘ The second procedure involved comparing the r.m.s. residuals

§ at stations with similar locations, such that the signal seen
by the stations could be assumed to be similar. For this pur- !
pose, we defined "station groups" based on distance and azimuth
ranges from NTS. This same station grouping was eventually
used to combine the remaining unculled data into group averages,
using the data grouping technique described in Section 2.4.

‘ 3.3.1 Dynamic Screening Procedure

The first culling technigque adopted is referred to as
b a dynamic screening procedura. It consists of a modified

Student-t test for eliminating outliers from the data set.

To apply this test we compare a given travel-time
residual at a station to the mean of the remaining residuals
from the same station.

N. = the number of residuals (i.e., the number
of events) recorded at a particular station,

= the residual to be tested,

oF
[©2]

ol
"

the mean of the NS residuals,

the sample standard deviation of these
residuals.

Q
"

‘ Where
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The sums are restricted to events in one or the other test

area. (We note that the standard deviation cs is the same

as the r.m.s. zero-meaned residual from a station.)

The tests we apply are the following:

1. 1If IAtEs - Atsl < 0.4 sec, accept residual dt..

2. If |A - Atsl

|v

0.8 sec, reject At

tEs ES®

3. If 0.4 sec < [At
additional test.

ES " KESI < 0.8 sec, then apply

If ]AtBS - Atsl > k(Ng) tNS_2(0.99) ggr reject At g,

where
k(N2 = (No-1)/[1 + (N.-2)/t2 ]
s s s th-z

Here ty _,(0.99) is the 0.99 point on the cumulative
t-distributionscurve with (NS—Z) degrees of freedom. For large
NS, £(0.99) = 2.33 and increases as NS decreases. The factor
k(NS) is included so that AtEs is effectively tests against
the mean and standard deviation of the remaining Ns—l residuals.

The motivation and results of these three tests are as
follows:

®Test 1 allows for the fact that the AtEs are
not identically distributed and random; i.e.,
they consist of signal and random noise. Thus,
even if a Atpg is small, it may appear as an
outlier when compared to the remaining station
residuals simply because its signal component

is different.
55
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[ ® Test 2 is a formulation of the conclusion arrived
at after extensive examination of the entire data
set, that the relative signal level within the
Pahute Mesa and Yucca Flat regions, considered
separately, is much less than 0.8 seconds. Thus,
residuals differing from the station mean by 0.8
sec or more are identified as noise even if they

. do not appear as statistical outliers when compared

| to the other station data.

® Test 3 is designed to reject outliers at the 98
percent confidence level, given that the residuals

are normally distributed.

This screening procedure is said to be a dynamic one
since once a particular residual (AtBs) is rejected it remains
| excluded from all subsequent calculations of means and standard
deviations used to test remaining station data. The results of
applying this procedure to separate data sets for Pahute Mesa
and Yucca Flat events are the following:

1. 2052 accepted travel-time residuals for 28
Pahute Mesa explosions recorded at 278
teleseismic stations. The r.m.s. zero-
meaned residual (standard deviation) among

all Pahute Mesa data, EPM’ is 0.247 sec.

2. 1893 accepted travel-time residuals for 54

Yucca Flat explosions recorded at 196 sta-
tions. E&F = 0.263 seconds.

3.3.2 sStation Data Grouping

While the dynamic screening procedure discussed above
removed a high percentage of the noisy station-event travel-
{ time residuals in the data base, we are still left with a
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number of stations exhibiting data with large a r.m.s. resid-

ual (cs). The objectives of the remaining culling procedure
that was applied to the data are (1) to further reduce the
noise component, and (2) reduce the size, but not the informa-
tion content, of the data vector that we invert for structure.
The latter objective is a result of dimensional constraints on
the number of model parameters and data imposed by the particu-
lar computer system (i.e., UNIVAC 1100/8l1) at our disposal.

As noted earlier in this section, the distribution of

teleseismic stations (Figure 3.3) is quite uneven, ranging
from an extremely large number in restricted azimuth-distance

ranges (e.g., Europe) to few, or none, in other regions (e.g.,
the south Pacific). The dense station coverage, exemplified
by the European stations, presents us with a data redundancy
situation which can be exploited to further cull the data base.
In the case of approximately colocated stations we have two
options. The first is to simply delete stations that either
appear excessively noisy (i.e., have large r.m.s. residuals)
or are poorly recording. The other option is to devise a
scheme whereby we average, or combine, data from nearly sta-
tions. The advantage of this latter option is that we reduce
the size of the data base but retain the information content.

In Section II we described a procedure for averaging
data that are redundant with respect to model parameters (veloc-
ity structure) but not redundant with respect to nuisance
parameters (station baselines). 1In this problem, redundancy
with respect to velocity structure occurs when ray paths are
close to one another and, thus, predominantly sample the same
model blocks. This occurs when either the originating events
or recording stations are close. In this study we chose not
to make any assumptions about similarity of structure for
closely spaced explosions but combined, or grouped, data from
stations instead.

Given a set of stations assigned to a particular group,

their travel-time data from each event were averaged according
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to the procedure described in Section 2.4. The average datum
is then assigned to a fictitious station located at the cen-
troid of the group. There are two criteria to be satisfied

in defining station groups. One is to minimize the greatest
separation between ray paths within the model volume to indi-
vidual stations within a group. The second is to minimize

the number of groups (e.g., avoid single-station groups). The
algorithm adopted was to grid that portion of the world occupied
by stations into azimuth and distance elements. Azimuth was
divided into 36 10° sectors. Epicentral distance was divided
into six ranges with cutoffs of 0°, 25°, 45°, 56°, 68°, 78°
and 110°. This defines a total of 216 pcssible elements, or
groups, including those for 4 < 25°. Of these, 154 are empty
(no stations) leaving 62 station groups.

The distance ranges defined above correspond to roughly
uniform angle-of-incidence (aci) ranges of about 3°, with
slight modification to avoid splitting obvious clusters of
stations. A 10° azimuthal gridding implies a lateral angular
separation of 3° to 4° for ray paths exiting the modzl volume
to teleseismic distances. Thus, rays to stations within a
group have no more than about a 5° total angular separation.
(The actual maximum separation cf rays in a group is typically
much less than this.) Given the dimensions of the model blocks
used in this study (see Section’4.l), the approximation of the
different rays to stations in a group, as defined here, by a
single ray to the centroid is quite sufficient.

3.3.3 Culling of Station Data

Mean values and standard deviations (r.m.s.'s) of travel-
time residuals from the entire set of stations in the data base
as it stands at this stage of the experiment are listed in
Appendix C for Pahute Mesa and Yucca Flat explosions, separately.
The stations are ordered by group number given by the five digit
number in the last column of these tables. The first two digits
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define the distance range (i.e., 02 implies 25° to 45°), while

! the final three digits identify the azimuth sector (i.e., 001
equals the 0° to 10° sector).

The station culling procedure that we adopted is best

described as analyst intensive. That is, we considered several
different aspects of the data before deciding whether to accept

CRIRTEe - T T

or reject a particular station. Criteria for rejecting a
L station were

’ 1. that it had a large r.m.s. residual,
L 2. that it contributed only a small number
of data.
These criteria were applied by considering the Pahute and
Yucca event groups separately, so as to avoid culling stations

based on large signal differences (as opposed to large noise).

In practice, a hard and fast rule was to reject any
! station with r.m.s. residual (based on any number of readings)

..,..W.,..(...._‘..“.,W”.w

l in excess of 0.6 sec. Deleted stations are tagged with an "x"

i in Appendix C. Furthermore, stations with a fairly high r.m.s.

?' residual were alsc rejected if high guality stations could be
found in the same azimuth-distance group. (A high gquality sta-
tion was defined as one with a small r.m.s. residual, < 0.3
sec, based on ten or more events).

-4\ 3.3.4 Final Data Set

The procedures decribed above led to a final set of

A 2497 data suitable for inversion. These data (ungrouped) are L
displayed in Figures 3.6a through 3.6f according to the same

format as Figures 3.5a through 3.5f. The gross differences .
between residual patterns at Pahute and Yucca are rather more 3
visible on this final data set because of the noise reduction

achieved. Nevertheless, the data still appear to contain ¥

P

significant noise, as evidenced by the rather erratic distri-

bution of residuals within single events. This is in contrast
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Figures 3.6a through 3.6f are on the following pages.

Figure 3.6.

Final observed travel-time residuals (zero-meaned)
after application of all culling procedures. Re-
siduals are represented in the same format as for
Figure 3.5. Figures 3.6a and 3.6b represent
events in the Pahute Mesa test area, Figures 3.6c
to 3.6f show events from the other test areas.
Outlines of the corresponding rectangular frames
are shown on Figure 4.3 in relation to the NTS
geography. Frames are labeled along north-south
and east-west axes with UTM (Universal Transverse
Mercator) northing and easting coordinates (in
kilometers), with respect to a central meridian
of 117°W (500 km easting).
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with the much more organized patterns of residuals we had en-

! countered in previous studies using the reciprocal problem
(Rodi, et al., 1980). Discussion of the more suble features
of these observations will be deferred to Section V were such
features will be compared to corresponding properties of the
inversion model.

] 3.4 COMPARISON WITH SPENCE'S DATA SET

] In his study of crust and upper mantle inhomogeneities
beneath the Silent Canyon Caldera, Spence (1974) used tele-

G

7 seismic residuals of eight large shots, &nd used DUMONT as a

E reference event in his display of the data. Figures 3.7a and
3.7b show Spence's data for these eight explosions. Because
we use the denuisancing techniques described above, our final
F data set (Figure 3.6) is not directly comparable with Spence's
} representation of the travel time anomalies. In order to
verify that the two data sets are compatible, at least for
this limited number of events, we show on Figure 3.8 the re-
siduals of the same eight explosions, referenced to DUMONT.

Figure 3.8a shows all travel time residuals to stations which
recorded both DUMONT and any one of these eight events. Figures
3.8b and 3.8c show subsets of these observations partitioned

Y. according to whether the takeoff angles is smaller or greater
than 20° respectively.

’
; Although these figures do not lend themselves to a one-
ﬁ to-one comparison of individual data, the general properties
J; of Figures 3.7 and 3.8 are well matched. 1In particular, the
' ' drastic shift from negative to positive residuals for steep

rays (Figure 3.8b) as one leaves the caldera region to the
southwest, as well as the mixed character of residuals for

shallow rays (Figure 3.8c) are in agreement with Spence's
description. A key event in Spence's reasoning is GREELEY,
which exhibits strongly negative residuals for steep rays,

-————

a feature also present in our data set.
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GREELEY (53)
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3 ' 180" 180°
‘ BOXCAR (91) JORUM (123)
' Z-0°

180°!

180
] HANDLEY (137) BENHAM (109)

residuals, for five Pahute Mesa events
(from Spence, 1974). OQur event numbers
(used in Figures 3.5, 3.6 and 3.8) are
shown after the event names.

Figure 3.7a. Travel-time residuals relative to DUMONT .
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PILE DRIVER (40)

Figure 3.7b.

180°
HALFBEAK (44)

residuals,

Travel-time residuals,
for three NTS events.

180
WINESKIN (111)

relative to DUMONT
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Thus, the small subset of our data which corresponds
to Spence's data set does not reveal any obvious discrepancies.
However, in his analysis of Pahute Mesa residuals, Spence
applied a large correction to the travel times (~ +0.4 sec)
in an attempt to account for the thick (v 5 km) low velocity
caldera fill; this resulted in an enhanced contrast between
Pahute Mesa residuals and residuals from other test areas.
We shall discuss this point in detail in Section V.

3.5 EVENT-AVERAGED RESIDUALS

One final method of summarizing the data is depicted
on Figqures 39a through 39c¢, which shows the mean residual
associated with each event, after averaging over all stations
recording this event. This representation provides a measure
of the average vertical delay due to crust and mantle beneath
each epicenter. This information is not completely free of
bias insofar as the sampling of crust and upper mantle struc-
ture by rays leaving an event is not azimuthally uniform. On
the other hand, prior zero-meaning of the entire set of resid-
uals tends to remove baseline effects in the sense described
earlier so that we can regard Figure 3.9a as an image of the
relative variations of travel times across NTS.

Similarly, Figures 3.9b and 3.9c show the patterns for
the Pahute and Yucca groups, respectively. The principal
feature which emerges is that arrivals from Pahute events are
generally early, compared to arrivals from shots in other test
areas. The range of variation in mean residuals exceeds 0.5
sec. In addition, internal variations within the Pahute group,
and within the Yucca group are illustrated on Figures 3.9b and
3.9c, respectively.

The east-southeast sector of the Pahute event group is
characterized by a clear gradient in the mean residuals, and
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points to the existence of a transition region between the
Pahute test area and the Rainier Mesa-Yucca Flat test areas.
However, isolated positive residuals are also found on the
periphery of the group, to the south and west, which is a
mild suggestion that the region of negative anomalies is not
open-ended in those directions but is a localized anomaly
centered on the Silent Canyon caldera. We note that Ryall
(1978) also observed early P-wave arrivals from teleseismic
events recorded at stations located on and around Pahute Mesa.

The main feature which characterizes the Yucca event
group is the dichotomy between events along the eastern por-
tion of Yucca vValley, which exhibits strongly negative resid-
uals, and events west of the Yucca favlt which tend to yield
somewhat earlier arrivals.

As we shall see, the mean residuals shown on Figures
39a through 39c¢ permit a convenient comparison between gross
features of the data set and of the inversion models. Be-
cause this information relies on extensive averaging of indi-
vidual data, it tends to be relatively insensitive to most
sources of noise, and hence to enhance the more robust aspects
of the data set. We use it extensively in Sections IV and V.
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IV. INVERSION OF THE DATA SET

The final data set obtained through the procedure out-
lined in the previous section constitutes the input to the
inversion algorithm developed in Section II. 1In this secticen,
we describe the actual application of the inversion technigque §
to the derivation of a sequence of three-dimensional models i

for the crust and upper mantle beneath NTS.

4.1 STARTING MODEL

Because the problem has been linearized in order to
permit full application of linear estimation theory (Section
II), the first order of business is to construct a starting
model. As mentioned earlier, this starting model consists of
a one-dimensional seismic structure superimposed on a three-
dimensional grid of rectangular blocks. The output of the
inversion algorithm consists of three-dimensional departures
from the horizontally layered starting model.

Since we make no attempt to account for the nonlinearity
of the problem by iterating on the model and tracing three-
dimensional rays, the rays along which slowness anomalies are
integrated in solving the forward problem are those which can
be traced through the starting model. The ray parameter per-
tinent to a specific event and a specific station (or station
group) is taken from the 1968 travel time tables of Herr-in,
et al. (1968), and corresponds therefore to ray tracing through
a spherirally symmetric earth model, approximated locally
beneath NTS by horizontal plane layers.

Since these rays are not perturbed in this simple
iteration scheme, the main consideration should be that theo-
retical rays be a good approximation to the actual ray paths.
In view of the fact that we only use only teleseismic rays
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and thus do not consider the case of turning points within the
model grid, the inversion results are only mildly dependent

on errors in the initial velocity structure; this is a conse-
quence of Fermat's principle (e.g., Aki, et al., 1977; Rodi,
et al., 1980).

Insofar as the grid is concerned, we must achieve an
acceptable trade-off between two dominant constraints: (1) we
must avoid under-parameterization of the model, which would ’
result in implicit constraints difficult to analyze, and (2)
we must limit the length of the vector of unknown parameters
so as to keep the numerical problem within manageable size.
Although it is possible to construct solutions to very large
systems of simultaneous linear equations, (e.g., Wiggins, et al.,
1976) application of the full power of linear estimation theory,

as presented in Section II, requires manipulation and decom-
position of matrices with M x N elements, where M is the number
of unknown parameters and N the number of data.

4.1.1 Vertical Structure

The variation of seismic velocities with depth in the
crust and upper mantle beneath NTS can be estimated by using
a Basin and Range model; seismic structure in the Basin and
Range has been the object of several studies (e.g., Archambeau,
et al., 1969; Helmberger and Engen, 1974; Burdick and Helmberger,
1978). Figure 4.1 shows several such models. The principal
feature of importance for our purposes is the presence of a
well-developed Low Velocity Zone (LVZ), which may be capped
by a "normal" velocity "1lid." As a result, the rays show
relatively small average curvature in the upper mantle, in
that the angle of incidence does not vary very much below

the crust.
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Figure 4.1. Comparison of velocity profiles
inferred for the Basin and Range
(after Burdick and Helmberger,

1978).
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We have approximated this vertical structure, subject

to the following considerations.

1.

The number of horizontal homogeneous layers
included in the starting model is limited
to six. Introduction of finer layering
leads to a rapid increase in the number

of unknown parameters and results in an
unmanageably large problem. In addition,
the narrow range of teleseismic incidence
angles sampled by our data set limits the
vertical resolving power, so that vertical
oversampling results in an unnecessary waste
of computer resources.

The crust-mantle boundary, which is the most
important seismic discontinuity in the model,
should be well approximated by the grid, in
an average sense. Therefore, we impose that
one of the grid interfaces be at a depth of
28 km, the average Moho depth beneath NTS
(Pakiser and Hill, 1963).

The maximum depth extent of the model grid

is chosen to be about 150 km, for three rea-
sons. The first is that this represents
grossly twice the horizontal extent of the
grid (the greatest horizontal separation
between events is about 60 km, and the
greatest horizontal dimension of the grid

is about 80 km — see below). We have found

in previous work that this scaling constitutes

a useful rule of thumb in this type of modeling.

The second is that Spence (1974) argued that
significant lateral variations exist beneath
NTS down to 150 km or deeper. The third is
that thin lens models of lateral variations
(e.g., Haddon and Husebye, 1978; Walck and
Minster, 1981) tend to favor 100 km to 150 km
as the optimal thin lens depth in regions as
different as NORSAR and the Transverse Ranges
in Southern California. O0f course, the best
justification must be made a posteriori, on
the basis of whether strong lateral variations
can be inferred at this depth upon inversion.

Because of decreasing vertical resolution with
increasing depth, layer thicknesses can be
allowed to increase with depth, but successive
layers should not differ in thickness too
abruptly, for fear of implicitly over-con-
straining (or under-parameterizing) the model.
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Based on these considerations, we constructed the six-
layer model listed in Table 4.1 and shown on Figure 4.2. It ;
consists of a two-layer crust over a uniform velocity mantle.
Because the lid is quite thin, we did not attempt to include
it explicitly in the top mantle layer (Layer 3), since it is
the source of only minor perturbations in the teleseismic ray
paths. The surface layer was chosen to be 12 km thick since
most crustal models in different portions of NTS merge at
approximately this depth. The seismic velocity in that layer
was chosen to be 6 km/sec, which is in the upper range of
shallow crustal velocities in the western United States, and
is typical of midcrustal velocities in many regions (Pakiser,
1963). The mean crustal veleccity is about 6.3 km/sec. It must
be noted that perturbations to the mean velocity in any layer
results in a baseline correction to all travel times, and
thus trades off perfectly with the baseline errors contained

in the data. Therefore, such linear functions of the unknown
parameters are treated as nuisance parameters and handled

! using the denuisancing techniques described in Section II.
As a result, estimates of lateral variations are gquite insen-
sitive to mean layer velocities, since their only effects are
on the theoretical ray paths.

4.1.2 Horizontal Grid

The next task is to design a horizontal rectangular
grid capable of representing lateral velocity variations
across NTS. Our design obeys the following constraints:

1. The grid samples the entire area covered
by the set of events retained for analysis,
with minimal waste of unsampled blocks.

: This is achieved by taking the long axis ﬁ

B of the grid along N60W, the approximate

_ azimuth of Pahute Mesa relative to Yucca

! Valley.

o o
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TABLE 4.1
INITIAL MODEL FOR INVERSION

Depth to Initial Density~-
Bottom Thickness Velocity Velocity
Layer (km) (km) (km/s) Coefficient
. l 12 12 6.0 0.3
‘ 2 28 16 6.5 0.3
3 48 20 7.8 0.3
4 74 26
34

44
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PSR-V ION,

DEPTH (km)

12

28

48

74

108

LAYER = 1 THICKNESS = 12 KM VELOCITY = 6.0 KM/S
2 16 6.5
3 20 7.8
4 26 7.8
5 34 7.8
6 44 7.8

Figure 4.2.

Initial horizontally layered model of NTS crust
and upper mantle velocity structure.
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2. Grid elements are smaller in areas well
populated by explosions, particularly
Pahute Mesa and Yucca Flat, where grid
elements are as small as 4 km.

3. The grid consists of an inner grid of
finite blocks, containing all events, and
is surrounded by a buffer zone of semi-
infinite elements, (the outer grid) for
which structural modeling is necessarily
imprecise and unreliable due to poor
parameterization.

The 9 x 16 element inner grid and associated outer grid
are depicted on Figure 4.3 on a background of geographical
coordinates. Also shown are the events retained in the final
data set, an outline of NTS and two rectangular boxes corre-
sponding to the partitioning of the data set as described in
Section III. The actual dimensions of grid elements are
listed in Table 4.2.

Figure 4.3 illustrates both the gualities and short-
comings of data set and model parameterization. Because the
event distribution is elongated along N60W, it is immediately
clear that shallow s&tructure can only be determined reliably
within a narrow (v 70 km x 20 km) strip linking Yucca Valley
to Pahute Mesa. Any shallow structure outside this strip
will be almost exclusively controlled by the smoothness con-
straint imposed on the model in the inversion. A more guanti-
tative measure of this observation is provided by the "hit
patterns" described on Figures 4.4a through 4.4Ef.

A hit pattern is a map showing for each three-dimensional
grid element the total length of all rays crossing this element,
normalized to the thickness of the corresponding layer. 1In
that sense, it is an approximate measure of the norm of the
corresponding column of the data matrix A (Section II).

An element with a hit pattern of 0 is such that the
corresponding velocity perturbation is not really determined
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TABLE 4.2
HORIZONTAL GRID DIMENSIONS

Along N30°E Axis* Along S60°E Axis
(Listed from SW to NE) (Listed from NW to SE)
Block Model Grid Block Model Grid
Width Coordinatet width Coordinate
(km) (km) (km) (km)
® - ™ -
10 0 10 0
7 10 7 10
5 17 5 17
4 22 4 22
4 26 4 26
! 4 30 4 30
| 5 34 5 34
7 39 5 39
' 10 46 5 44
® 56 5 49
+ 5 54
4 59
, 4 63
5 67
'f 7 72
5 10 79
! - 89
% o
‘J *Phe model grid is rotated 30° from north.
A‘ T'.'I.‘he model grid origin (0,0) is located at 4116.5 km

northing, 515.0 km easting in Universal Transverse
Mercator (UTM) coordinates with respect to a central
meridian of 117°W. The origin coordinates are thus
37.197°N, 1ll16.831l°W.
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directly by the data, but is rather determined by the perturba-
tions in the neighboring elements through the smoothing con-
straint. Conversely, an element with a large number on the
hit pattern will have a much better determined perturbation.

The patterns for both crustal layers (Figure 4.4a and
4.4b) show that well determined structural features can only be
obtained in the immediate vicinity of the epicenters. Layer
3 (Figure 4.4c) exhibits a much more even distribution of rays.
In Layer 4 (Figure 4.4d), we already detect the outward fanning
of the ray bundles, and some cells beneath Pahute Mesa are not
sampled at all. In Layers 5 and 6 (Figures 4.4e and 4.4f), the
ray distribution is heavily biased toward the outer grid, with
a particularly dense concentration to the northeast, corre-
sponding to the numerous European stations (Figure 3.3). Based
on Figure 4.4f, it is clear that any attempt to model structure
below 150 km would be futile since practically all blocks
sampled would belong to the outer grid.

This picture is confirmed by the ray sketches shown
on Figures 4.5a and 4.5b. 1In spite of their relatively small
mean curvature many rays exit the grid without sampling the
bottom layer adequately. This problem is, of course, much
more severe for northeastern and southwestern azimuths, since
the grid is narrower in these directions.

Thus, even before performing any inversion, we can
make some general judgments concerning the validity of the
method. The best constrained layers (based on optimal inter-
section of ray paths) will be Layers 2, 3 and 4. The top
layer is only well sampled near the epicenters, and the
bottom layers are poorly sampled near the center of the grid.
These features will be called upon when interpreting the

inversion results.
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S60°E
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152

Figure 4.5a.

Sketch of typical ray paths along the long

dimension of the model grid.

Shaded areas

indicate the range of rays to teleseismic

stations (25° - 100°).
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‘ Figure 4.5b. Same as Figure 4.5a. Cross section along
‘ short dimension of the grid.
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4.2 PROBLEM DIMENSIONS AND EIGENVALUE SPECTRUM

The grid described above consists of a total of 1188
blocks. This is comparable to the length of the data vector
(1173) isolated in Section II. This means that the data
matrix contains about 1.4 106 elements. Thus, in spite of
our efforts toward reducing the problem size, we are still
left with the task of manipulating extremely large arrays if
we are to use all aspects of the theory. For this problem
size, a complete inversion requires several hours of CPU time

on our UNIVAC 1100/81 computer.

It is clear that any approach involving explicit con-
struction of the normal equations and matrix inversion would
be prohibitively expensive, and that construction of trade-
off curves by a sequence of such inversions with different
trade-off parameters would be unfeasible.

The SVD algorithm described in Section II by and large
circumvents this difficulty, since construction of different
models (for different NDF (9)) represents only a marginal cost
increase when the singular values and associated eigenvectors
have been computed and stored. In addition, it can be shown
that this approach is much less sensitive to round-off errors
than the direct method.

Figure 4.6 shows the distribution of the 141 largest
singular values in decreasing order, as well as the position
of the critically damped eigenvalue for several NDF. The
spectrum decays exponentially with increasing index, which
indicates that practically all relevant features of the model
can be adequately represented by the few largest eigenvalues
and eigenvectors. This is confirmed by the aspect of the
trade-off curve between RMS data fit and model norm shown
on Figure 4.7. It is seen that models with NDF > 20 achieve
only marginal improvement in the RMS data fit, at the cost of
rapid increase in model norm. This is perhaps not surprising
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“ | ) ‘
, A e (NDF = 30) ‘e
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1 21 41 61 81l 101 121 141

INDEX

Figure 4.6. Largest 14l eigenvalues of the scaled partial ]
derivative matrix plotted in decreasing order. )
The critically damped eigenvalues (Ré = 3 (NDF),
where 8 is the damping parameter) are shown for
| the six values of NDF for which models were
computed in this study.
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in view of the relatively poor signal to noise ratio which can
: be detected in the data (Section III): with increasing NDF,

the inversion procedure attempts to fit more and more subtle
features in the obsgervations, which are undoubtedly heavily

1 contaminated by noise. An illustration of the phenomenon is
provided by Figure 4.8 which shows contour maps of the model
perturbations in the top layer calculated for several NDF
(NDF = 9, 13, 20, 30, 43, 59). The amount of detail present
in these contour maps increases dramatically for NDF > 20 but
the benefit in improved RMS is in fact marginal as seen on
Figure 4.7. 1In addition, there is a clear tendency for the
contours to "hug" the geographical distribution of epicenters
for the larger NDF's, which is an undesirable gquality since a
different choice of data would likely lead to a different
model at this level of detail.

X That these properties persist in other layers as well
is illustrated in Figure 4.9 in which the integrated vertical
travel time anomalies have been contoured for the same models.

Again, the general features found for the lower NDF's can be
identified on all frames, but the increase in model complexity
for NDF > 20 is not justified by a corresponding improvement

in RMS data fit. Note that the pattern of predicted vertical
delays contoured on Figure 4.9 is generally in very good agree-
ment with the pattern of average event residuals shown earlier
in Section III (Figure 3.9).

‘ Based on this evaluation, we judge that a model with
Q NDF = 20 represents an optimal point on the trade-off curve

4 between resolution and variance and that finer features found
for greater NDF's are not interpretable with acceptable

:‘
s ¢
- reliability.
The model thus retained is described in some detail
in the next subsection, and its geological and geophysical
; ¥ interpretation is the subject of Section V.
!
4

100

SYSTEMS, SCIENCE AND SOFTWARE




(e) NDF = 43 (£) NDF = 59

, Figure 4.8. Velocity perturbations in Layer 1 (0 to 12 km)

‘ ¥ from inversion models for six values of NDF. The
! preferred model is NDF = 20. Contour interval is
0.02 km/sec.







i

4.3 DESCRIPTIONIOF MODEL T65-20

Our preferred model, Model T65-20 (NDF = 20) is most
conveniently displayed as a series of contour maps of velocity
perturbations away from the starting model. Let us recall
from the outset that these guantities have been zero-meaned in
the inversion procedure since baseline shifts across all of
NTS have been treated as nuisance parameters, and are thus not
explained by the model. As a result, the final product is a
set of maps of relative variations of seismic velocities as a
function of position in the crust and upper mantle, and these
velocities are only known to within an arbitrary perturbation
to the one-dimensional starting model.

Contour maps have been produced with a contour interval
of 0.02 km/sec and are furnished here at a common scale, thereby
permitting exact geographical overlays for interlayer compari-
sons. For more detailed analysis and for completeness, the
actual values of velocity perturbations in each cell are pro-
vided in Appendix D. The complete model description includes
the following set of figures.

1. An orientation map (Figure 4.1l0) showing the
inner grid superimposed on a geographical
coordinate system, as well as the set of
NTS sources retained for inversion.

2. Contour maps for each of the six model layers
(Figures 4.lla through 4.11f). Only the portion
of the model interior to the inner grid is
shown, at the correct scale to permit overlay
with Figure 4.10. A summary figure showing the
model will be discussed in the next section
(Pigure 5.2).

3. Contour maps of three vertical sections,
identified as AA', BB', and CC' on Figure 4.12.
Figure 4.13a shows a longitudinal (N60W) section
through the model, crossing both Yucca Flat
and Pahute Mesa, viewed from the southwest.
Figure 4.13b shows a vertical section through
Pahute Mesa along a plane trending N30E,
viewed from the southeast. Figure 4.l3c is a
parallel section, crossing Yucca Valley.
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Figures 4.l1la through 4.11f are on the following pages.

Figure 4.11. Velocity perturbation contours (contour spacing
0.02 km/sec) for Model T65-20. Figures 4.lla i
through 4.11f correspond to Layers 1 through 6
of the mocdel, respectively. Contours are dis-
played inside inner grid only, and can be over-
layed with orientation map on Figure 4.10.
Actual perturbations for individual cells are

given in Appendix D in a format which can be

overlayed to the contour map.
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N60W-S60E vertical cross section through Model
Contour interval 0.02 km/sec.

T65-20.

Figure 4.1l3a.
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S30W-N30E vertical section across Pahute Mesa.
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Contour interval 0.02 km/sec.

Figure 4.13b.
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4. We can attach a variance-covariance matrix

¥ ¢y as well as a resolution operator # to the
model as described in Section II. The
variance operator is a symmetric 1188 x 1188
matrix; the resolution operator possesses the
same dimensions but is not symmetric. Be-
cause of the shear size of these matrices, it
is not practical to represent them fully.
Instead, we shall make use of some selected
resolving kernels (rows of the operator £)
and of some selected estimates of variances:;
examples are given in Appendix E. These
parameters will be important when we turn to
model interpretation in the next section.

4.4 DATA FITS

A useful and informative test of our model lies in the
comparison of predicted data functionals (namely, travel time
anomalies) with the observed values. Figure 4.14 show the pre-
dicted travel time delays for individual (i.e., nongrouped)
event~station pairs. The corresponding observables were
described in Section III, and displayed in Figure 3.6. i

Note that nuisance parameters such as mean station

delays were removed through the denuisancing algorithm

described in Section II. As a result, both in Figure 4.14 and
3 in Figure 3.6, a given datum represents the travel time anomaly
g‘( for this particular event-station pair, corrected by the mean
residual at that station calculated from all events actually
recorded by it. As a result, the two figures can be compared
meaningfully.

This leads us +o make the focllowing observations:

e S

1. The general features of the data set are
indeed reflected in the model-predicted
values. In particular, the general trend
from predominantly negative residuals from
Pahute Mesa events (Figures 4.l14a through
4.14b) to predominantly positive residuals
from Yucca Flat events (Figures 4.l4c through
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Figures 4.14a through 14.4f are on the following pages.

! Figure 4.14. Calculated travel-time residuals (zero-meaned)
for the same event and station sets as Figure
3.6. See Figure 3.6 for a description of these
plots.
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4.14f) is preserved, as can also be seen from
the mean vertical delays contoured in Figure
4.9c. Furthermore, the residuals for Rainier
Mesa events are generally small, which is
consistent with their geographical location,
intermediate between the Pahute Mesa and
Yucca Valley event groups, and near the

null vertical delay contour of Figure 4.9c.
(see alsc Figure 5.1).

2. The azimuthal variations of predicted delays
(Figure 4.14) is much smoother than the corre-
sponding variations in the observed delays.
As we have mentioned earlier, increasing
the NDF does not improve the r.m.s. data fit
significantly, and in fact, the more com-
plicated models (for higher NDF's) are also
incapable -~f predicting the observed erratic
azimuthal variations, which must be attri-
buted to the high noise level in the data.
The total r.m.s. of our final data set is
~ 0.28 sec (Figure 4.7) and is thus of com-
parable magnitude to the total signal
strength in the model, as seen from Figure
4.9c.

3. Another general feature is that the magnitudes
of predicted residuals tend to be smaller -
by about a factor of two — than the observed
values. One reason for this stems from the
damping imposed on the inversion procedure
which does tend to limit the amplitude of
lateral variations in the model, and hence
to bias predicted residuals toward smaller
values. But the high noise level in the data
also tends to create a visual impression that
the observations are underpredicted since
larger (noisy) residuals in the plots of ob-
served data (Figure 3.6) are much more obvious
to the eye than those with more average values,
so that visual averaging can actually be quite
misleading.

On the other hand, the predicted residuals depicted on
Figure 4.14 are free of erratic fluctuations and permit easier
detection of more subtle patterns (such as the systematic
variation of predicted residuals across Pahute Mesa on
Figures 4.14a and 4.14b). These patterns are naturally corre-
lated with model features, and we shall discuss them in the
framework of model interpretation in the next section.
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V. INTERPRETATION OF INVERSION RESULTS

The velocity model described in the previous sections
shows several interesting structural features whose interpre-
tation is important for understanding the travel-time and
amplitude anomalies associated with NTS events. Before attempt-
ing such an interpretation, however, we shall discuss the
various types of modeling errors, focusing particularly on

sources of modeling bias.

Errors in the Travel Times

The data culling and grouping procedures discussed in
Section III are very effective in eliminating spuricus travel-
time residuals and reducing the dispersion from random or
quagi-random sources of noise such as reading and timing errors.
Based on the fit of Model T65-20 to the overall data set, we
estimate the standard error in a single travel-time observation
to be 0.24 sec. This noise in the data maps into errors in the
inversion model through Egquation (60); values for particular
model blocks are given in Table 5.1. For this particular
point on the trade-off curve between error and resoclution
(NDF = 20), the model standard deviations due to random noise
are small, typically less than 0.0l km/sec and never greater
than 0.02 km/sec, which is much less than the total variation
of velocity across the study area (0.2 km/sec in Layer 1l). We
conclude that the contamination of the model by random errors
in the data does not introduce any major spurious features into
Model T65-20.

More serious, and more difficult to assess, are the
potential problems associated with data bias, which is not
accounted for by the variance calculations. For example,
the raw teleseismic residuals include the effects of near-

receiver structure and other heterogeneities encountered
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TABLE 5.1
MODEL STANDARD DEVIATIONS FOR T65-20

Au = Slowness Perturbation .
Av = Velocity Perturbation = -Vg Au
cAu = Slowness Standard Deviation
_ . . . _ o2
Tpy = Velocity Standard Deviation = V0 Spu |
3 9, = Standard Deviation Scale = 0.24 sec :
}
Au (. /5.) Av OAv vO
Layer Cell (s/km) Au’ "0 (km/s) (km/s) (km/s)
1 (6, 6) =-0.004006 0.001828 0.14 0.016 6.0
2 (6, 6) =0.002549 0.001325 0.11 0.013 6.5
F, 3 (6, 6) =0.001142 0.000581 0.07 0.008 7.8
1 4 (6, 6) =0.000876 0.000485 0.05 0.007 7.8
5 (6, 6) =0.000703 0.000477 0.04 0.007 7.8
6 (6, 6) =-0.000536 0.000464 0.03 0.007 7.8
f 1l (6,13) 0.000866 0.002028 -0.03 0.018 6.0
;*“ 2 (6,13) 0.000524 0.001016 -0.02 0.010 6.5
3 (€,13) 0.000347 0.000523 -0.02 0.008 7.8
P 4 (6,13) 0.000208 0.000532 -0.01 0.008 7.8
5 (6,13) 0.000193 0.000449 -0.01 0.007 7.8
Y 6 (6,13) 0.000280 0.000444 -0.02 0.006 7.8

*
See Figure 4.3 for cell indexing scheme.
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along the ray paths exterior to the model grid. The data re-
duction and inversion procedures have been specifically designed
to filter out near-receiver structure, but these procedures
cannot totally eliminate the effects of heterogeneities along
the ray paths immediately beneath the model grid. Another
potential problem is the possibility that first motions from
low-yield events have been systematically missed, biasing the
travel times to larger values. Again we constructed our data
processing algorithm to reduce as much as feasible this sort
of bias, but we leave open the possibility that it has not
been completely eliminated.

Under-Parameterization

The number of parameters in Model T65-2G is large (1188},
but the model grid still only crudely approximates tiie con-
tinuously varying distribution of velocity in the study region.
Under-parameterization can introduce spuriocus features into
the model and lead to incorrect estimates of resolution and
variance (Chou and Booker, 1979). For example, small-scale
heterogeneity in the immediate vicinity of the events can be
aliased into large-scale features of the model. We have
attempted to reduce these effects by optimizing the choice of
cell sizes to conform to the data coverage and by using an
inversion algorithm that minimizes the horizontal velocity
gradients. Nevertheless, the effects of under-parameterization
may still be significant, especially near the edges of the
model grid where the cell sizes are large.

Nonlinearity

- r— - -

An important approximation in our analysis is the
assumption that the travel-time residuals can be linearly
related to three-dimensional velocity perturbations defined
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with respect to a one-dimensional (horizontally stratified)
structure. If the initial velocity model used to compute the
ray paths is a poor approximation to NTS structures, then the
lengths of the ray paths through specific model cells may be

in error. Fortunately, for teleseismic data of the sort used
here, the linear approximation appears to be very good (see,
for example, the experiments with three-dimensional ray tracing
done by Gubbins, 1981), and we expect any errors due to non-
linear effects to be small.

Finite Resolving Power

Even if the data could be observed without error and all
calculations done exactly, our ability to resolve features
beneath NTS would still be limited by the nonunigueness of the
solution to the inverse problem posed in Equation (52). Errors
in the data and the other problems discussed above further

degrade the resolving power. In the parlance of engineers, our

model estimates are the output of a noisy filter, or "black box,"

whose input is the actual earth structure we seek to describe. i
Assuming the black box to be a linear device and the noise in ‘
the system to be random, we can compute the expected value of

its transfer matrix, -, given by Equation (60). Rows of this

transfer matrix are called "resolving kernels," or more appro-

priately for the case of a discretized model, "resolving

vectors." Examples of these vectors for Model T65-20 are given

in Appendix E. An analysis of these resolving vectors yields

the following conclusions:

» 1. Near the center of the event groups at Pahute
Mesa and Yucca Valley the minimum horizontal
scale length of resolvable features at this

. variance level (NDF = 20) is approximately

s 15 km in the crust (Layers 1 and 2) but
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increases rapidly with depth in the mantle.
This reflects the poor sampling of the mantle
deep beneath the events by the diverging ray
paths. In fact, the resolving kernels in the
lower reaches of the model (Layers 4 through
6) are not even localized on their target
cells, which implies that model values at
these depths are interpolated from the
peripheral cells sampled by the ray paths.

2. In the crust, the horizontal resolution lengths
increase dramatically as one moves from the
center to the periphery of the grid and the
localization of the kernels decreases, again
reflecting the sampling by the ray paths.

3. In all layers the vertical resolution of
structural features is poor; minimum vertical
resolution lengths are on the order of 30 km,
generally achieved in Layers 1 through 3.
This lack of vertical resolution is, of
course, a consequence of having only data
corresponding to nearly vertical ray paths:
structural features are, therefore, "smeared
out" along these paths.

5.1 GENERAL STRUCTURAL FEATURES OF T65-20

Because the model parameters of T65-20 are only smeared-
out estimates of the actual values and are contaminated by noise
and other error processes, we shall adopt a conservative approach
to the problem of structural interpretation, focusing discussion
on those features well constrained by the data set and pointing

out possible trade-offs between parameters.
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The more robust features of the model appear as features
on the map of integrated vertical travel-time residual ("vertical
delay time") introduced in the previous section. This map is
reproduced for NDF = 20 on Figure 5.1, and the full three-
dimensional model is summarized on Figure 5.2.

Three features dominate the vertical delay time map:

l. A gradient in the delay times trending to the
northwest, essentially along the axis of the
model grid. This gradient is a manifestation
of southeast-trending velocity gradients pre-
sent in all layers of the model.

2. A negative travel-time anomaly associated with
events on Pahute Mesa. This anomaly corresponds
to positive velocity perturbations in all layers.
In Layer 1, this perturbation is very nearly
centered on the Silent Canyon Caldera, schemati-
cally illustrated in Figure 5.3. The anomaly
shifts systematically northward with increasing
depth, as can be seen in Figures 4.13 and 5.2.

3. A more subtle distortion of the delay-time con-
tours near the northwestern end of Yucca Valley,
which introduces a small (0.02 sec) dip in the
delay-time surface trending approximately N40°W.
The velocity anomalies associated with this fea-
ture are confined to the two crustal layers.

In fact, a notable aspect of the model is the feature-
less character of the mantle beneath the southeastern part of
the model grid. Overall, the lateral velocity structure of
the model in Layers 3 to 6 is reasonably well represented by
a high-velocity anomaly associated with the Pahute Mesa events
superimposed on a uniform southeast-trending gradient.

5.2 THE SOUTHEAST-NORTHWEST VELOCITY GRADIENT

A pervasive feature of the model is the general increase
in velocities from southeast to northwest. The direction of
this gradient is more or less independent of depth, although
its magnitude may decrease slowly with depth.
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Figure 5.2 Velocity perturbations in the six layers of Model
T65-20 (NDF = 20).

km/sec.

Layer 6 (108 ~-152 km)

Contour interval is 0.02
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The property of the data set which requires this gradient

has been mentioned in previous sections: travel times from
events in Yucca Flat are generally greater than those from
events on Pahute Mesa. The total difference in the mean travel
time between these two areas is about 0.3 sec (Figure 3.9},
although the range of residuals at northeasterly azimuths
reaches 0.6 sec (Figure 3.6). Figure 5.1 shows that the cal-
culated vertical travel times predicted by T65-20 is 0.20 to

0.25 sec greater at Yucca relative to Pahute.

Since the resolving-power calculations discussed above
indicate that the data set affords us rather poor vertical
resolution, the question arises as to whether or not the lateral
velocity variations corresponding to this gradient could, in
fact, be much more localized in depth. For instance, confining

{
these gradients above the Mohorovicic discontinuity would re- %
quire the average crustal velocity beneath Yucca to be about I
five percent less than beneath Pahute to give a 0.2 sec rela-

tive delay. While such a variation in mean velocity cannot

be ruled out, it is not easily reconciled with the observations

that show the upper crustal velocities within the Silent Canyon

Caldera to be significantly less than those characteristic of

Yucca Val.ey (Healey, 1968; Spence, 1974).

A more palatable explanation would ascribe the gradient
to an increase in crustal thickness to the southeast. Assuming
that the velocity increases across the Moho from 6.5 km/sec to
7.8 km/sec requires a difference in crustal thickness on the
order of 10 km, which is large but not implausible (see, for
example, Hirn, et al., 1980). However, this explanation is in-
consistent with the gravity observations of Healey (1968)
(Figure 5.4), which show an increase in the Bouguer field to
the southeast, not the decrease implied by this hypothesis.

It appears to be difficult, therefore, to localize the
southeast-northwest gradient at or above the Moho, and the
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significant mantle contribution to the gradient implied by
the model is probably real.

5.3 THE PAHUTE ANOMALY

The most conspicuous localized anomaly in Model T65-20
appears in the form of a high velocity region beneath Pahute
Mesa. It is prominent in the vertical delay map (Figure 5.1),
but, more interestingly, it can be followed at depth through-
out the model grid. Cross sections on Figure 4.13, as well as
the sequence of horizontal sections depicted on Figure 5.2
show that the center of this anomaly shifts to the north-
northeast as one proceeds deeper into the mantle. In addition,
the horizontal extent of the anomaly is much more localized
near the surface, and tends to be smeared laterally in the

mantle layers.

We should point out at the outset that the data from
Pahute events have not been corrected for the delay due to

the Silent Canyon Caldera volcanics. As a result, Model T65-20
actually provides a lower bound to the vertically integrated
amplitude of the high velocity anomaly. Based on Healey's
(1968) estimate of 5 km for the thickness of low density

(v 2.22 g/cm3) and low velocity (3.6 to 3.9 km/sec) caldera
fill, Spence (1974) applied a 0.3 to 0.5 sec correction term

to the travel times from Pahute Mesa events. In our data set,
this would amount to doubling the average travel time difference
between the Pahute and Yucca event groups. Thus, if anything,
the integrated amplitude of the Pahute anomaly is underesti-
mated in our model.

Spence's (1974) conclusion that there has to be a veloc-
ity anomaly in the mantle beneath Pahute Mesa is based almost
exclusively on the large (v 1 sec) advance for steep rays
leaving shots within the caldera (particularly GREELEY),
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relative to DUMONT (see Figures 3.7 and 3.8). 1In contrast,
we are dealing here with much smaller (v~ 0.25 sec to 0.4 sec)

relative travel time anomalies between the Pahute Mesa and
Yucca Flat events, mostly because the aforementioned correction
was not performed. Yet, our model also includes a mantle

anomaly at all depths. A significant aspect of this anomaly
is that it is controlled partly by the rays leaving Yucca
events to the northwest which are less delayed than at other
azimuths and, which carry independent information, since they
average the three-dimensional structure very differently.
This is translated into a decoupling of the averaging kernels
across Layer 3 beneath Pahute (Appendix E). In other words,
the data set does not allow efficient trade-off between per-
turbations in the crust and perturbations in the upper mantle
beneath Pahute Mesa. We conclude, therefore, that there is
indeed a mantle expression of the Pahute travel time anomaly,
in agreement with Spence's conclusion, although his and our
arguments are more-or-less independent.

Because of better geographical coverage afforded by our
data set, we are able to place better constraints on the lateral
extent of this anomaly. Spence (1974) considered only eight
events). In the top layer, the anomaly is shifted to N6OW
(along the long axis of the grid) relative to the surface out-
line of the Silent Canyon Caldera (Figure 5.3). Because the
epicenters are clustered around the caldera itself, the north-
west and west outlines of the high velocity contours are not
well constrained in this layer. Wwhat is well controlled, how-
ever, is the steep gradient toward Rainier Mesa and Yucca Flat.
The contour at 0.1 km/sec bisects the caldera in a N30E direc-
tion, and the null contour (0. km/sec) closely approximates
the southeast outline of the caldera. 1In addition, the high
velocity ridge extending east from the anomaly is well con-
trolled by numerous rays as can be seen from the hit pattern
for that layer (Figure 4.4a). The steep gradient to S60E arises
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because of the systematic evolution of residuals at this azimuth
across this region of the test site (Figure 3.6). These resid-
uals are generally negative for the easternmost events, and
become less negative as one proceeds to the east~southeast, to
become positive for Events 98 and 94 and for the Rainier Mesa
events (Events 68, 86, 101, 1lll). Note that residuals for
eastern azimuths remain predominantly negative for all Pahute
events, giving rise to the high velocity ridge mentioned above.

The same general features persist in Layer 2, but now
the northwest and west outlines of the high velocity body are
better defined because of a better distribution of rays
(Figure 4.4b). Recall, however, that the vertical resolving
lengths are at best 30 km in that region, so that a strong
correlation between contours in Layers 1 and 2 is not surprising.

The mean vertical delay calculated for the two crustal
layers only ranges from -0.05 sec to -0.1 sec near the center
of the high velocity region. This could be explained by a
2 km to 4 km crustal thinning beneath the caldera. Again,
these estimates are lower bounds since the contribution £from
the caldera fill was not explicitly included.

The uppermost mantle layer, (Layer 3) is the first one
in which we find a northerly shift of the center of the anomaly.
This tendency persists in Layer 4, and for the lower layers the
anomaly actually migrates outside the inner grid and affects
mostly edge cells. This trend is clearly visible on the verti-
cal model section across Pahute Mesa (Figure 4.13b). Two
properties of the observations control this behavior. The
first one is the systematic variation of the magnitudes of
the residuals from the northwest to the southeast across Pahute
Mesa into Rainier Mesa which 1s dramatically illustrated by the
observed average residuals shown on Figure 3.9. While most
residuals near the central and western portions of the Pahute
event group are strongly negative on the average, the eastern
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Pahute events show a much more complex pattern of mixed posi-
tive and negative residuals, which give way to a tendency for
positive residuals for Rainier Mesa explosions. As a result,
the data place an eastern boundary of the anomaly near longi-
tude 116.2°W. The other feature is the abrupt change in sign
of Pahute residuals for rays with a northern azimuth: rays
leaving slightly east of north are clearly fast, but rays
leaving slightly west of north are slower by 0.2 to 0.5 seconds
(Figures 3.6a and 3.6b). This behavior is reflected in the
predicted residuals as well (Figures 4.14a and 4.14b). Since
this is true of all Pahute events, the model feature which
gives rise to this phenomenon must reside fairly far from the

source region, at a distance at least several times the diam-
eter of the Pahute event group (v 20 km). Thus, only a mantle
anomaly can explain this pattern; it is constrained to lie
west of 116.2°W, but at an azimuth east of north for the bulk
of Pahute events.

Note that the preceding argument does not constrain the
latitude of the anomalous body. Unfortunately, the paucity of
observations for southern azimuths prevents us from identifying
a clear azimuthal pattern of residuals from that direction.
More disturbingly, the anomalous body seems to follow the

u dense bundle of rays leaving Pahute Mesa toward the north-
northeast to Canadian and European stations. This is particu-
larly cobvious on the vertical section on Figure 4.13b. Some
control is afforded by rays from the Yucca event group to the
northwest, which cross the high velocity body in Layer 4 and

do indeed exhibit some negative residuals in that direction
(e.g., Events 149, 64, 136, etc.). However, we lack control

on the southern limit of the anomaly, because of a lack of
southern residuals from Pahute events and a lack of western *

residuals from Yucca events. This is painfully clear on the 13
hit pattern for Layer 4, where cells between 37.2°N and 37.3°N
and between 116.3°W and 116.5°W are not sampled at all. The
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model structure for that region is thus exclusively controlled
by the smoothness contraint in the inversion, and the corre-
sponding resolving kernels are very unlocalized, and do not
even peak in the target cell (Appendix E). Further south,
cells are somewhat better sampled and there is a weak tendency
for the contours to be deflected to the west; it is therefore
unlikely that the high velocity anomaly should extend as far
to the south as it does to the north.

In the final analysis, the north-northeast bias of the
high velocity region as one goes deeper into the mantle is
probably real. However, the southern outline of this body is
highly uncertain and we cannot exclude the possibility that
it is also present diréctly beneath Pahute Mesa.

Finally, we should note that the problems discussed for

Layer 4 only become more severe in Layers 5 and 6, in which
the anomaly migrates out of the inner grid. The hit pattern
for these layers show that we have essentially no control on
the structure directly beneath the events, and the resolving
kernels are completely unlocalized. As a result, no reliable
conclusion can be reached as to the depth extent of the high
velocity body based on our data set alcne.

5.4 YUCCA VALLEY

The three-dimensional structure beneath the Yucca event
group is characterized by two main properties (Figures 5.2 and
5.3):

1. Minor, localized velocity variations in the
two crustal layers, with a relative velocity
high on the west side of the Yucca fault,
and a corresponding low on the east side,
with a total velocity contrast of the order
of 0.05 to 0.1 km/sec.
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2. A remarkably featureless mantle structure,
aside from the southeast-northwest gradient
discussed earlier.

In addition, the top layer exhibits a weak low-velocity anomaly
near Rainier Mesa which is rather poorly controlled by the data
and which we shall ignore in the absence of other evidence.

The fact that structural features are practically con-
fined to the crust in that portion of the study area is further
illustrated by the cross sections on Figures 4.13a and 4.13c.
The main difficulty encountered with the Yucca event group
stems from the nearly linear distribution of shot points,
which severely limits our ability to resolve the depth of
anomalies for directions perpendicular to the valley. This
narrow pattern of epicenters leads to a lack of independence
among the data since most cells tend to be crossed by nearly

parallel rays.

It is gratifying to find on the average faster velocities
on the west side of the Yucca Fault than on the east side, since
this is consistent with the known throw of the fault, which
brings basement rocks closer to the surface on the west side.
This property is probably resolvable in the sense that the
resolving kernel centered on the positive anomaly at (37.12°N,
116.8°W) (Appendix E) shows that the horizontal resolution is
of the order of three model block dimensions, or locally 12 to
15 km. There is strong coupling between the two crustal layers,
so that the depth resolution is poor in the crust, but there is
clear decoupling between Layers 2 and 3, an indication that
this anomaly does not extend into the mantle.

As in the case of the Pahute anomaly, the most obvious
trend in the data which is consistent with this model feature
is the systematic variation of averaged travel time residuals
across the Yucca fault, shown in Figure 3.9. Individual resid-

uals, on the other hand, show even more scatter than in the
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case of Pahute, and trends are exceedingly difficult to identify
by simple inspection.

The actual existence of a structural contrast between
the two sides of the Yucca fault is probably the only conclu-
sion which can be justified, however. The positive anomaly
involves only four blocks at the most in the top layer, a
representation too coarse to permit a reliable outline of the
structure. In addition, as can be seen from the corresponding
hit pattern, the data give us very little control on the true
lateral extent of these features, since the surrounding blocks
are either poorly sampled or not sampled at all.

5.5 RECAPITULATION

From the preceding descriptions, there emerges a three-
dimensional picture of the crust and upper mantle beneath the

study area which may be characterized in terms of the three
i primary features:

; 1. A general apparent velocity gradient with
slower velocities to the southeast.

2. A high velocity body extending from the
Silent Canyon Caldera near the surface to
depths exceeding 100 km, with a tendency
to migrate northward with increasing depth
F e in the mantle.

3. A localized structural gradient across the
Yucca region, which is confined to the crust.

The main weaknesses of the model arise from the rather poor

’ distribution of rays: (1) this places severe limitations on
our ability to resolve the vertical extent of velocity anomalies,
and (2) this also prevents us to define the horizontal outline
of these features, in Layer 1 because only the central cells

L IERT UL DR TG

are sampled properly, and in the deepest layers because only
the outer cells contain a useful number of rays.
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The apparent horizontal gradient affects all layers.

Although it may be due in part to a shallow structural trend
(e.g., crustal thickening to the southeast) this hypothesis
conflicts with the Bouguer gravity data. Previously published
crustal studies for the western United States (e.g., Pakiser,
1963; Pakiser and Hill, 1963; Prodehl, 1970) are of little help
because they are concerned with much larger scales and cannot
adequately address this feature, since it must necessarily be
fairly local to the NTS region if it reflects a shallow struc-
tural trend. 1In view of the conflict with gravity data, we
favor the hypothesis that a sizable fraction of the trend in
vertical delay times actually originates in the mantle.

Overall, our model is consistent with Spence's (1974)
conclusion, based on a more limited data set, that a high-
velocity body underlies the Silent Canyon Caldera, although
the total velocity contrast appears to be somewhat less than
the 0.3 to 0.5 km/sec advocated by him. We have noted, how-
ever, that this contrast would be increased by correcting for
caldera fill, and there is clearly a trade-off between the
contrast of this feature and its depth extent. Our results
indicate a north-northwest-ward trend in these high velocities
with increasing depth which is essentially perpendicular to
the more diffuse northwest-southeast velocity gradient. These
basic features of the model may, in fact, be generically re-
lated. The high velocities associated with the Silent Canyon
Caldera do not extend to the south-southwest in the model,
but, as we have noted, our resolution at these azimuths is

limited.

5.6 MAGNITUDE ANOMALIES

This study has been based exclusively on travel time
information. We now turn to a comparison of the results with
the independent data set which consists of the magnitude
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anomalies summarized on Figures 5.5a through 5.5c. These anomalies

constitute a crude measure of relative variations of teleseismic
amplitudes after normalization to a common source yield. Com-~
parison of magnitude anomalies with observed mean travel-time
anomalies (e.g., Figure 3.9 or calculated vertical delay times
e.g., Figure 5.1) shows that a relationship exists between the
two data sets, but that this correlation is quite different in
Pahute Mesa and in Yucca Flat. While magnitude residuals in-
crease to the south and east within Pahute Mesa, and thus
correlate negatively with travel-time anomalies, the opposite
occurs in Yucca Flat, where magnitude residuals decrease as
one traverses the site from west to east, and thus correlate
positively with travel time anomalies.

This observation prompts us to make several comments.

1. If magnitude residuals are controlled by lateral
variation of attenuation in the upper mantle
beneath NTS then one should expect positive
magnitude anomalies near the center of Pahute
Mesa, decreasing toward the periphery, since,
as noted by Spence (1974) higher velocity
material is usually less attenuating. Obser-
vations indicate precisely the opposite corre-
lation. Furthermore, such an interpretation
could not easily explain the large differences
of magnitude residuals between neighboring

events within the Yucca group, particularly i
in view of the lack of upper mantle velocity
variations in that region. One must therefore
invoke a mechanism which is capable of over-

T T

coming and reversing the pattern anticipated
across Pahute Mesa on the basis of the suspected

g —

high Q upper mantle body beneath the volcanic

massif.
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One such potential mechanism relies on the
focusing-defocusing properties of the mantle
velocity anomaly beneath Pahute Mesa. This
would be verified experimentally by a sys-
tematic study of amplitudes from Pahute
events at individual stations: rays which
remain predominantly within the anomaly can
be expected to exhibit lower amplitudes (and
thus the corresponding stations yield nega-
tive magnitude residuals) than rays which
skirt the anomaly. This effect can be
quantified theoretically by three-dimensional
ray tracing through our Model T65-20 for
selectad source locations in and around
Pahute Mesa. This possibility then raises
two questions: (1) is this effect of suffi-
cient magnitude to overcome Q-effects? and
(2) how does one account for the Yucca
pattern with such a mechanism? The virtually
featureless upper mantle structure beneath
Yucca in our model points to the need for yet
another mechanism if all NTS magnitude resid-
uals are to be accounted for by a common
explanation.

Focusing and defocusing effects due to shallow
structure could be a valid explanation. For
purposes of argument, let us assume that the
lateral velocity variations in the lower crust
are predominantly due to moho topography.
Model T65-20 then predicts a doming of the
moho beneath Pahute Mesa, with rapid crustal
thickening in all directions away from the
caldera. On the other hand, the model would
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also predict localized thinning of the
crustal column on the west side of Yucca
Valley, or crustal thickening on the east
side. (Moho topography is of course not
necessarily smooth, and these variations
could be due to abrupt vertical offsets

not resolved by our model.) In that case,
the defocusing properties of a moho upwarp
could operate in Pahute Mesa and yield
amplitude anomalies in qualitative agree-
ment with the observed magnitude residuals.
Whether quantitative agreement can be
achieved through such a mechanism requires
further study. In Yucca Valley, however,

we do not have a parallel situation since
moho upwarp would then be asscciated with
positive magnitude residuals, in contrast

to the Pahute Mesa situation. Although

this difference is not sufficient to dismiss
moho topography as the explanation of ampli-
tude anomalies, it does point to the fact
that a focusing-defocusing interpretation
involves some unresolved complexities.

Lateral variations within the crustal column,
where velocity increases are associated with
a concomitant decrease in Q constitute vet
another possiblity. Such might be the case
if the lower part of the crust beneath Pahute
Mesa is invaded by highly attenuating, yet
high velocity volcanic material. If a local
moho upwarp is invoked instead, then we could
have very attenuating submoho material in
greater volume beneath the caldera. Such
mechanisms do not have an obvious parallel in
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the case of Yucca, however. 1In addition,

because rays spend very little time in that
part of the model (v 3 to 4 sec) a signifi-
cant amplitude anomaly (say, a factor of two)
requires very low values of Q (Q v 20 or less)!

{ 5. Another candidate explanation is related to

geology.

the superficial layer. We note that there
exists a clear correlation between magnitude
residuals and the properties of near-surface

In both Pahute and Yucca test areas,

negative magnitude residuals tend to be asso-

ciated with a thick, low velocity, low density

surface layer: thicker sediments on the east

side of Yucca Valley, and caldera £fill in the
center of Pahute Mesa. The effects of such a

! near-source environment on teleseismic

r : amplitudes are not very well understood,

and may result from a combination of

' several phenomena, among which

A.

In summary,
the travel time modeling results of this study indicates that,

the coupling efficiency as a function
of material properties near the work-
ing point,

reverberations within a laterally
varying, low velocity surface layer,

linear and nonlinear interactions of
the near-source wave field with the
free surface, which may affect timing
and amplitude of reflected phases.

Linear and nonlinear (i.e., high

strain) attenuation mechanism in
the vicinity of the sources.
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if a parallel explanation (e.g., focusing-defocusing by veloc-
ity anomalies) is sought which explains both Pahute and Yucca
amplitude anomalies, then it must invoke a mechanism which
involves predominantly shallow (crustal or moho) structures.

] Furthermore, the effects of such a mechanism must be suffi-

¥ ciently strong to overcome Q effects in the upper mantle
] beneath Pahute Mesa. Of course nothing in the present work
requires that parallel explanations apply simultaneously to
1 Pahute Mesa and Yucca Flat. In fact, the geology of these
? two regions of the test site points to fundamentally different
tectonic regimes and any parallel drawn between them should be
viewed with a fair degree of skepticism.
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VI. CONCLUSIONS AND RECOMMENDATIONS

The main conclusion of this study is the confirmation
of Spence's (1974) suggestion that a high-velocity body under-
lies the volcanic massif at Pahute Mesa, and that this body
extends into the mantle to depths exceeding 100 km. There is
a suggestion that the center of the anomaly dces not extend
vertically beneath the Silent Canyon Caldera, but rather mi-
grates to the north with increasing depth, and that it is sur-
rounded by a more diffuse anomaly which gives rise to an
apparent northwest-southeast velocity gradient in the NTS
region. Otherwise, lateral variations beneath Yucca Flat
appear to be confined to the crust, and not to be associated
with local anomalies in the mantle. Further refinements of
this study can be achieved as follows:

1. One aspect of our model which clearly requires
further investigation is the clear conflict
between the Bouguer and velocity anomalies.
The localized Bouguer anomalies reflect shallow
structures (e.g., Healey, 1968; Spence, 1974)
which are not resolved by the velocity model;
however, it is not known whether near surface
contributions are sufficient to account for
the conflict between gravity and velocity
trends across the study area. Simultaneous
inversion of gravity and travel time (e.g.,
Rodi, et al., 1980) requires assembling a
gravity data set extending beyond the study
area, and removal of contributions from both
local, superficial density anomalies within
the model grid (e.g., caldera £fill) and from
density anocmalies outside the grid. This
can be done by generalizing the denuisancing
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r technique, a method superior to the classical

low-pass filtering treatment of gravity data
because it does not introduce biases in the
gravity data set.

2. Our analysis of catalogued travel time data
has convinced us that it is contaminated by
noise which is not easily removed, and which
is comparable in magnitude to the actual
“signal” generated by local three-dimensicnal
structure. Many of the contributing sources
of noise are absent from the reciprocal experi-
ment which consists of recording teleseisms
locally in the study area. Adjunction of a set
of teleseismic travel times recorded around NTS
would also offer the following potential ad-

= vantages: (1) it would permit more uniform

h‘ geographical sampling of the area by locating
stations away from the narrow lineation of
sources used in this study, (2) it would per-
mit much better azimuthal coverage for southern

and western directions by recording events from

the western and southern Pacific seismic zones,
and from Central and South America, (3) if new

La‘ observations should be collected, the station
¢ locations could be chosen optimally for the ;
purpose of testing specific features of the g
A model.

As a first step, we recommend that a data set

o ’ of existing teleseismic travel times recorded

' at NTS stations be compared with the predicted J
values from our model, and, if necessary, in- ¥
verted jointly with the data already collected

’ for this study. In addition, we recommend that
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PKP data also be included because their steep
incidence angle would permit improved sampling
of the structure directly beneath the study
area. More specifically, particular care
should be given to the selection of data for

a better definition of the south-southwest
outline of the Pahute anomaly in the mantle

layers.

3. Better constraints on the shallow structure
(the crust) would result in much improved
vertical resolution by limiting the trade-
off possibilities between shallow and deep
anomalies. We have successfully coupled the
inversion of teleseismic travel times and of
travel times from local events in a study of
the Hanford area in eastern Washington (Rodi,
el al., 1980) and shown that this procedure
permits much more reliable structural inter-
pretation. Although crustal seismicity
around NTS is not particularly intense, an
effort should be started to identify and
collect local seismic data for the purpose
of better contraining crustal structure
laterally and vertically.

Although our attempts at modeling the Pahute Mesa anomaly
on a much finer scale in the early stages of this study have not
been particularly successful, this was mainly due to the noisy
character of the data, and the lack of local control in the
crustal layers. With an upgraded data set according to the
preceding recommendations, a local inversion for Pahute Mesa
or Yucca Flat should be attempted again with considerably

enhanced chances of success.
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TABLE A.l

STATION DATA BASE

The set of 369 seismograph stations recording 4484 P-
wave arrivals at telseismic distances from 82 NTS explosions,
ordered by station group and station code. Distance and
azimuth are computed with respect to the approximate centroid
of the NTS explosions (37.18°N, 116.27°W). The last column
gives the number of P-wave arrivals reported from the 82
explosions.
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STATION

CYC NORTHWEST TERRITORY
RES NORTHWEST TERRITORY
YNC NORTHWEST TERRITORY
BLC NOPTHWEST TERRITORY
FCC “ANITOBA

FBC NORTHWEST TERRITORY
FP8 CANADA

GWC CQUEBEC

SCH LARRAQOR

AGM  MAINFE

CBM MAINE

SFA QUEBEC

SIC OQUEBEC

SUD ONTARIO

AAM  “ICHIGAN

APT CONNECTICUT

BCT CONNECTICUTY

BNH NEW HAMPSHIRE

BPT CONNECTICUT

ECT CONNECTICUT

EvM  MAINE

FLR MASSACHUSETTS

HAL NOVA SCOTIA

HOM CONNECTICUT

HNH NEW HAMSMIRE

INY NEW YOPX

LND ONTaARIO

MIM MAINE

MNT CUEBEC

OTT ONTARIO

PTN NEW YOPK

RPO  NEW YOPK

ROC “MEW YORK

TMT CONNECTICUT

UCT CONNECTICUT

wES MASSACHUSETTS

BGO NHTO

BLA VIRGINIA

CBEN VIOGINTA

CLE CHIO

GEO DISTRICT OF CoLOMBIA
MRG WEST VIRGINIA

NLM MARYLAND

PAL NEW YORK

PHI PENNSYLVANIA

PNJ NEW JERSEY

SCP  PENNSYLVANIA

WwAS OLISTRICY OF CQLo™arla
WSC MARYLAND

ATL GEORGIA
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BSF FRANCE 47 $C.00 6 47,63 R1.31 Ju,au 16.63 1272 7
BUM WEST GERMANY 4R 80,53 8 13.71 21,32 t1,58 16.62 Tl 17
COF FRANCE 48 23,65 T 16,24 21,11 tu,22 16,67 1170 2e
COR FRANCE 4? 4C,50 5 46,2 A3.a8 18,22 15,71 lts -
CFF FRANCE S us,77 2 6,18 Al.0¢ TALlU 16.673 [ hate] A
DOU BELGIUM S0 S.78 4 3%,865 73.67 Ta.32 17,29 2Zu It
FEL WEST GERMANY 4?7 $2.29 5 1.0C P1.8u Tu,2r 15,45 Jucy -
FUR wEST GERMANY WA 9,.9% 11 16.%8 a3, u 2437 1618 5ec Te
GAP FRG 47 Z8.6C i1 r.ar 21,48 Ti.887 166732 hiu :
: GEN TTALY uu 25,09 8 8%.PC Pu,3c MR 1°,61 ©3 !
GlP PELGIU™ §n 15,53 § %9,4§ 5.5 2,30 1°.°2 . -
) GRC FRINCE u? 17,74 L TSk TTeus 1e.%6 M .
{
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SENEGAL 12 4,32 =1¢ 12.817 Sl.ul 7Tl.5%8 BRI P !
IVORY COAST 6 21.63 “4 yu,u7 103.31 Tl.ol 14,77 17s ¢ H
IVORY COAST 6 13.47 -5 le61 1T2.08 Tlev1 14.77 ise u %
SENEGAL 14 23,45 -1lo 57,28 EE.nt 731,24 14.PE 3 T
F BAE BRAZIL ~1€ SC.47 4?7 w9,2C B3.16 115.02 ledl2 1270 7 B
¥ BAO BRAZIL ~15 28,09 =47 59,49 82.9C 11£.58 16.2C 1211 ¢ {
F BOF PARAZIL =15 19,6 ~u?l 84,2C RZ.98 118.5% 16,17 1264 1
CEN ARGENTINA -31 34,55 =68 45,2% 9] ,€¢ lug.u8 16,87 sy i?
@ LNV CHILE =33 57433 =71 Ju.t& A2.18 142,72 lE.u4( 3 1
MO2Z ARGENTINA -32 £3,0C ~63 $1.70 82.59 181433 16.73 82b 11
MEN ARGENTINA =32 S4.3C =-656 51.85 82.56 la].35 16.26 <E7 hy f
PEL CHILE -33 8.62 ~-73 4l.l2 8i.6¢ qug,1¢ 16.49 (X1 [ :
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’ MJZ NEw ZEALAND -43 9,2 17C 27.97 10u,SC 225456 1u.34 1500 1
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d TABLE A.2

EVENT DATA BASE

The set of 82 NTS explosions for which travel-time
residuals were determined at the 369 teleseismic stations
listed in Table A.l. The first column lists an event
identification number. The last column gives the number
of P-wave arrivals reported for each event.
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EVENT

*Q001
*3009
+Q017
*003S
%0037
+0038
+QQ39
*Q040
sQCH1}
sQ04u
*00S3
0050
*00SS
*QCSA
*0064
4Q0C65
*0C66
«QCé68
*QQ074
«QQ07s
*gC76
*00a3
*Q084
*0086
=QC89
*Q091
Q0S4
*QC9s
»QC9%8
*gc99
*Q109
*Q101
*Q10S
Q107
*0109
sQ111
*Q112
*G11S
*Q116
*Q119
*G123
*Q124
vg127
e0]28
*Q129
#0132
*0134
*Q0136
*0137
*0l42
sQlul
*01u8
*0149
¢Q150
*0151
*0153

0ATE

68/01/16
65/03/26
65712716
66/05/06
66/05/13
66705719
56705727
66/36/02
66706703
66/06/73C
66712720
6§7/01/19
67/01/20
67/02/23
67705720
67705723
67/05/26
67/06/26
67/09/07
67/09/27
67710718
68732721
68/32/29
68703722
68/04/18
68/04/726
68/06/15
6R/06/28
68708729
68/09706
58709717
68709724
6R8/711/20
68/12/08
68712719
69/0Q1/1S
69/01/30C
69705707
69705727
69/07/16
69/09716
69/10/08
69/10/29
69711721
69712717
10/02704
70/02/25
70703723
7C/03726
70798721
10/05/26
10712716
73712717
71706723
T1/986/2%
11/07/03

TIME
HP MIN

16:00:
15: 34
19:18:
1%:00:
13:30:
13:86:
20:c0:
1S:30:
18:00:
22315
15:30:
16:45:
17:40:
18:50Q:
15:70:
192202
15:00:
16:C0¢
13:085:
17:00:
18:20:
15:20:
17:08:
15:00:¢
ju:QS:
1€:00:
13:€9:
12:22:
22:45:
14:00:
16:29:
17:08:
18:993:
16:20:
16:20:
19:20:
15:00:
13:u5:
14:15:
1u:85¢:
1230
14:20:
22:C1:
1u:S2:
15:20:
17:00:
lez28:
23:08:
19:00:
Ju:1S:
15:0Q:
16:C0:
16:C5:
1S5: 0
1u:ng:
lu:ng:

SEC

.15
8,16
« 04
.08
«.C4
29.14
«C4
.09
.08
.G"
.C8
14
3.1
.10
.10
.C“
1.50
.10
.10
.04
.10
.10
32.04
«J4
.10
.10
§e,97
.10
OC"
W13
«Ju
«39
.1“
«Ju
.04
« 328
el
«Cu
CH
olH
«l4
S1.u3
24
L]
«Cu
38,04
«Cu
.20
« 4
«0S
.17
.16
el
16

-
.o

LATITUNE
DEG “IN SEC
37 8 32.2
37 8 Sl.4
37 4 21,2
37 20 SZ2.8
37 % 12.7
37 & u0.1
37 10 42.2
317 13 37.4
37 4 6.0
37 18 56.9
37 18 T.4
37 8 37.2
37 5 59.5
37 T 3647
37 7 49,6
37 16 3C.3
37 14 S2.6
37 12 7.8
17 9 1144
37 S 55.6
37 & 56.1
37 6 59.6
37 11 8,6
37 19 57.4
37 9 9,1
37 17 u3,¢
37 15 SI.7
37 1w 43,8
37 18 1.2
317 8 9.8
37 71 11,.¢
37 12 17.2
37 0 35.4
37 20 36.3
37 13 53.3
37 12 32.°9
317 3 11.9
37 16 SA.4
37 6 30,4
37 8 22.3
37 18 5C.9
37 15 <cv,.2
37 8 3%.%
37 1 52.2
31 s 1.7
37 5 St.1
37 2 12.0C
37 S 10,
37 18 1.7
37 & 14,9
37 6 4f.1
37 8 3u.u
37 7 uwu,c
3T 1 1%,
37 8 uA,1
37 6 36,4
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LONGTTUDE

DEG “IN SEC
“116 ¢ 56.8
-116 2 3u,u
-116 1 44,2
~116 19 19.r
-116 2 o4
-11%4 3 28.,¢
-116 S Sl.9
“116 3 19.9
-116 2 7.1
=116 17 S6.7
-116 24 29.9
-116 8 &.7
=116 0 1.8
=116 3 59,7
=116 3 SC.cC
-116 22 11.9
-116 28 we.6
-116 12 2P.2
=116 3 1C.7
=116 3 11l.6
-116 3 27.4
~116 3 12%.2
=116 12 4!.2
-116 18 37,4
=116 <& 12.2
-116 27 2C.°
-116 18 52.7
=116 28 SR.3
-116 20 ug,g
-116 2 49,#”
-11¢ T 3P,.9
-11¢ 12 2.7
-116 12 27.1
=116 13 57.1
-116 28 2u.°
=116 13 31.u
-116 1 uSs.7?
~11¢ 2C 2.7
-11% %6 47,1
-116 5 lu,®
-116 27 %f.u
=116 26 (6.7
=116 1 uc,f
-11¢ G 7T.u
=116 ¢ <.7
-116 1 3%.u4
~11% %9 SR.®
~116 1 14.7°
-116 2 2.8
-116 ( u6.?
=116 I uwu,u
-116 ¢ .4
=116 u 8R,p
~116 1 Cl.¢
-11¢ .6
-116 3 Tl

OFPTH
(KM)

49
4
el
67
eSS
67
T8
LT
56
.22
le2
o186
.56
« 73
.75
.98
63
e37
52
67
71
-1
Wt}
.87
LR
1.16
68
61
73
.8

1.u0

FLEVATION
(™)

1289,
1297,
12sC.
79t
1267,
1278,
140¢,
1551,
1249,
2769,
1972,
1482,
1232
1297,
1797,
2760,
1e0¢.,
2225,
1297,
ile?.
1281,
1279,
2287,
2762,
1736,
1941,
214,
1903,
208,
1286,
1196,
2191,
195,
169¢,
1914,
229¢C.,
1232,
185¢,
1297,

8
sTarTIoONgG
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T % e

*Q154
20157
*Q0159
*Q01lel
*0162
*Clou
*0165
*Gle7?
*0l69
«Q170
*C171
*Q172
*Q173
*01l74
*C176
*Q177
*Q178
*Q0179
sQlacC
*Q0181
Q182
*CI183
«0184
*0188
sQ189
80192

71708718
12789721
13/03/08
73704726
73/067G6
T4/01713
74/08/33
15702728
7€/08/14
15/06/G3
75706/C3
T€£/06726
75710728
15711720
76/01/03
76/02/7Q4
76/,02704
76/02/712
16702714
76/703/C9
16/03714
76/33717
16/Q03717
76712728
77/04/3S
78/33/723

16:00:
15:CG:
15:1¢€:
164:0C:
183203
14:43:

2:30:
14:30:
15:C0:
19:15:
1%:20:
lé4zu4g:
luzus:
11:30:
19:03:
12:30:
l4:15:
lususS:
18:0G:
18:C2:
16:3G:

38
.10
«oC
o2

40
«20
«1G
.za
«2C
«1C
.26
<10
«2C
«20
.26
.10
.23
10
»13
.13
20
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=116
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-1l6
=116
-11¢
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APPENDIX B

NEAR SURFACE VELOCITY MODELS FOR PAHUTE
MESA AND RAINIER MESA
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P e

T

TABLE B.l

Near-surface velocity models used in the travel-time
elevation correction for events in Pahute Mesa and Rainier
Mesa (models from Bache, et al., 1979). The corresponding
regions of the test site are shown on Figure 3.4, Page 42.
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TRAVEL TIME STATISTICS FOR PAHUTE
MESA AND YUCCA FLAT EVENTS
F
14
]

U i )
v

174

‘ SYSTEMS SCIENCE AND SOFTWARE




_N_____g

The following two tables give the statistics of the
travel-time data after dynamic screening by the procedure
described in Section 3.3.1. The statistics are determined
separately for data from Pahute Mesa explosions (Table C.1l)
and for data from Yucca Flat explosions (Table C.2). 1In
each table the stations are ordered by group index given by
the five digit number listed in the last column. The first
two digits define the epicentral distance range (01 for 0°-
25°, 02 for 25°-45°, 03 for 45°-56°, 04 for 56°-~68°, 05 for
68°-~78°, 06 for 78°-110°), while the last three digits are
an index (i) which identifies the azimuthal sector (azimuth
between (i-1l) x 10° and i x 10°%). Stations rejected from
the final travel-time residual data set based on the culling
procedure described in Section 3.3.3 are tagged with an "x."
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TABLE C.1

STATION STATISTICS AFTER DYNAMIC SCREENING OF RESIDUAL

STATION
COUNT

'S
QO®NOWN B WN -

- g
WA -

-
8

N e >0 e o o
O9® N Wnm

NN N
N EWN -

WiHWNNN
WN~OO®

[PV ]
ownm E

DATA FROM 28 PAHUTE MESA EXPLOSIONS

STATION L} MEAN STATION DISTANCE AZIMUTH 8-0-] Gaoue
COOE EVENTS RESIDUAL STOD DEV DEGPEES DEGFEES DEGRFES IM0CX
cmnc 4 157 210 30.71 .88 28456 gloa1l
RES H ~.bUY 249 38.94 8.86 26486 02001
YKC 16 «126 «180 25. %4 1.9¢ 3C.Cu [shalshe
8LC 12 =+908 1382 29.76 17.69 28.69 cxcaz
FCcC 11 «331 «287 25.97 26.72 <9.61 ga2ces
FBC 10 «752 0223 39.9 31.68 2676 uloQwu
FRB8 10 474 «116 38.93 1l.5R 264R7 02gru
GuNC 2 «057 «252 31.67 42.71 28,77 gzone
SCH ° =503 « 300 37.72 85,99 27.18 u2gre
AGM X 2 « 665 o158 35.92 F8.8C 27.%8 GZCT¢
caM 3 «384 2o 36.54 £9.C2 27.43 gseTe
SFA 8 «086 .387 3u,b69 £8.76 27.R4 [sholel
sIc 10 233 «21C 37.02 §2.61 27.22 uZore
suo 5 .588 0222 27.70 €9.24 29.92 0zcle
AAM X 7 «353 412 25.50 6842°% 29,92 gzect
APT S 1.036 127 34,2 69.12 27.92 czoC7
8crT L] +668 «Q46 3r.20 €9.03 27.12 gz2cc7
BNH 12 «682 U6 Ju,u7 63.24 27.88 g26c7
epPT € 513 <106 3.7 69,57 22.10 02¢2

EMM 6 «983 0132 37.14 62462 27.29 geocy
FLR X 2 1.892 «S64 Ju.85 68.2°% 27.FC bFda
HAL X 9 1.086 o414 J9.50 62.2% 2b.bu 6coa7
HOM S *916 «096 33.84 €B.90 28.70 cesent
HNH X 3 1.53C «172 33.79 64,90 22.01 02077
INy X 2 « 340 269 in.8l 67+6% 2.4 [und chai
MIM ] +«709 « 145 36.70 61.972 27.5%8 czocy
MNT 23 o167 # 2S5 37.76 61.77 29.19 czea7
orY 18 $19€% e U5 31.29 €1.97 2P .44 ozeny
PIN X 2 . 299 «170 3l1.81 63,47 28 . c2cz7?
Q0C 4 791 21 29.96 66438 2E.6T gzco?
™T € o Tu2 <032 3%.59 68.37 28.75 07?3gc7
ucT € 1.001 «087 3u.CO 68,24 27.97 czolT
WES 15 1.083 el Ju.62 67.12 27.85 grac7
860 X 3 1.159 $u57 25.%70 70.30 29.92 aoucs
SLa 1< 1.689 «176 2R .45 78.92 2?.90 0cCTs
CLE 2C . 384 L] <7.10 70.02 29.07 Csacle
GEO 6 <840 .131 I0. 76 74,67 2P .°5 ozLs
MRG 11 1.489 396 2R .44 7.7 29.2Q0 crors
PAL ? LR e 2409 32.88 70.G1 2P .17 C2C°TH
PNY H) 1.092 . 287 32.69 7C.27 28,208 orGele
scP : «859 o180 29.91 71.07 cf.68 coole
usC 6 888 .C78 I0.70 Tu,3t Z9.%6 gzCrs
BEC X 4 o543 451 42.22 A0.64 26.10 ga2qars
CEH : 858 168 29,78 81.1C 22,69 GG 9
CHC s 1.118 160 29.91 21.0u 29.69 atoce
csc X 2 1.082 U6l 28.73 FSe.0R 28,76 0L2a0e
ORT 15 1,656 #2855 2S.64 ?3.G"7 29.72 cocee
auP X ? -.178 .50t 47,47 120.87 280 07213
LPS 12 2.238 «2C? 3T.19 176.21 c%.12 olCl1?
PBJ X N 2.498 «866 27.7C 172.67 2.1 G7C1e
VH U 170 236 26473 173.97 27,49 arlls
HON ? 2.R01 157 19,76 28419 PR Uclle
HVO L 1.69¢% 111 3e, 3 2 3eur 27.78 [P
Kie in 24296 «lHU le,71 278,12 28477 Geile
MoK X 2 1.8C2 027 39.C7 258414 26.93 Cidce
ADNK 11 1.173 168 we,le 309,38 2%.63 g0zl
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57 N1K 2 1.648 a4 1o, ug 112,485 JE.TS LI
$8 PHA b 2.604 .12 34,98 315.5¢ 27.11 CiLL
59 816 ’ 1.74C Y 33,45 304,20 28,09 L2CT
60 xQC 1 2.751 J18C il.u2 372.5¢€ g.42 LlL2
61 SVe 1a 1.634 .13 34,31 376,89 i7.91 ClC3
62 TTa 5 1.57% .90 35,211 329.59 21.71  L2c12
6! BLR X 6 1.962 $122 11,65 315,19 2,34 LIGTe
64 coL 21 1.312 .157 37,42 376,11 2F.06 G237
65 Fyu 5 1.969 107 313,79 176,47 2831 L2L3e
66 GIL 15 1.762 Q147 33,37 336.37 28,09  £2(07e
67 GMA 7 1.596 .61 18,47 371.66 26497 §2CIs
68 Ina 4 1.62% L77 36.08 375.11 2754 C2GIw
69 PJD ° 1.80G6 .152 33062 376,44 28.08 020«
70 PMR 16 2.01C $ 159 31.86 37C.56 2%.33  [2C3w
1 scm a Z.50¢ 01956 1. 331.90 28,44  02GIs
12 TNN 8 1.827 196 38,01 334,69 27.77  U2CTs
73 T0A X 2 1,038 .042 31.06 3132.96 29.49 020«
4 . T 812 1 1.92¢% .027 36.22 342,96 27.51 267%
75 8RW 1 .949 .61 40,08 341.C1 26481  G201s
76 INK S YY) $24€ 312,60 348.19 28.21  0207S
17 M8 C 22 1.136 .24 39,18 36,82 26.81  L2C3e
78 NP - 7 .829 $177 39,19 358.87 2¢.80  ©203%
79 ALE 15 -.38% 0132 “3.81 8.12 PR Qr001
60 DAG - i T .148 56,54 16.02 22.74  330C2
a1 (N ? -1.063 .181 51.26 15,23 27.84  GI00: ]
. 82 NOR 7 -.8308 .151 S4.86 10.21 22.97 0002
g 83 GDH 20 «551 e294 46,18 26.0% 25.12  c3o03
84 stJ & ~407 J141 46,80 €6.19 24.94  CCre
as ANG X 2 “.312 $3Cu £1.65 97,36 27.7¢  GICIC
86 Mu T “ .661 .286 $1.59 °8,09 23.7¢ 061G
a7 SCG6 X 2 «26C 457 £2.40 96,43 23.56  ClolL
as SJs 15 1.234 247 47,70 99,3¢ 24.73  QIG1C
89 SKT X M -.284 .53¢ 50,83 97.80 27.9%  C3GIC
90 CAR 20 1.474 +2GS 51.63 107.69 21,75 0301l
' 91 cum X S 2.048 456 §3.76 105.79 23,24 01011l
92 GRE X 3 ~.333 . 360 54,67 102.46 21,02 0301l
83 SIR X 2 1.563 .160 £1.9%4 107.56 21.67  Ga1y
94 TRN 18 -1.356 187 €5.78 173,58 22.7% 03011
95 BCR X “ 1.374 427 49, T 116.58 24,7 cI1c1z
96 806 a 1.3680 .28C £3.3%6 119.60 24.06  &rC12
97 Fuc 2 1.2G8 $237 49,99 118.53 4.1 G612
98 sov X 3 1.682 +402 45,89 112.54 24,17 gId12
99 UAV < 2.8670 .178 49,70 113.2°¢ 24.2 t3ci2
1a¢ PSO 3 2.699 .67 €3.69 125.69 . 27.58 51313
101 Qus s 1,617 $ 399 £1,00 128.00 21.90 03G13
102 KBS 19 +618 .189 60,34 10.G8 21.66  GugC2
103 AKU X 6 .803 .482 £9,.9% 76.26 21.7%  3ecal
104 R ] 27 -.108 221 56.86 23,67 22.45  CuQ02
' 105 REY X s 1.536 cu7e £9.C6 10.66 21,95  OuGCw
136 sID X 2 .7GS .567 60.76 10.2¢ 21.57  pucow
107 HUA 5 2.817 . 2Cu £2.26 133.58 21.2%  Guils
108 NN A 3 1.1728 « 303 61,35 134.92 21 44 GuGle
109 RKT 3 1.605 s1u9 £7.51 199,44 21.19 06320
110 AFR ] 2.02¢ W11 €2.92 216,27 21.1C  Qe022
111 PAF 7 2,055 .12€ 62,94 210.02 21.C9  Gu022
112 PMO 8 2.128 .127 S9.604 215.86 21.77  Qu022
1173 PPM 11 1.952 .110 62.76 215.9¢ 21.13  aegl;
116 PPT 1% 2.122 .131 62.86 216.G6 21.11  Ccu4wde
» 115 RUV s 2.251 .12 £9,77 21s.28 21.79  Guc22
116 P 14 2.00C .18l 59,70 215.62 21.81 Qw022
117 Tvo ] 2,221 J19°€ 62.289 215.b64 21.10  GuL22
118 VAH o 2.146 .13¢ $€9.92 215,49 2l1.76 GMUL22
119 KEV s -1.514 .1812 0.05 12,79 19.49  3s@o2
120 KIR 21 ~1.04C .192 70.15 16.04 19.4GC  0SGo2
121 KJN 15 -.651 .252 75,13 15.51 18,17 Qco0r2
122 KRK 14 ~.814 £ 320 10.59 11.82 19.73 asore
3
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~eb02
“le54F
=1.0062
~.36¢
-1.131
649
~.354
«02C
-es362
- T4E
=.008
~.432
“e7G2
-.427
~.7G2
-.873
1.339
-.G28
“.S67
~.6786
371
«518
«26C
«40S
249
306
-.710
1,273
~.662
<376
1.779
2.538
1.419
lot24
1.577
1.907
eT42
1.492
<306
-.179
~2.6u49
-.3231
-1.411
.62
«J66
~e926
.3C8
«653
.082
-1.03«
leu82
-.3248
.022

» 194
~.534
=1.,Gu4¢
«01C
777
-.091
«329
HB6
370
S04
«358
+556
1.368
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17.¢2
T7.87
T2.T4
68.%68
73.¢1
Tu, U4
T1.67
17.7C
71€.99%
24,68
73.7C
73.08
71.61
70,20
14,69
76411
T7.49
12.72
11.66
71.65
17.22
17.29
15.47
77.44
77.11
17.52
73.35
17.¢61
17.20
71.92
14,37
68.00
10.08
69.64
7% .89
71.G9
72.81
75,40
73,21
85.42
98.62
81.31
96.21
95.91
Su4,C7
78,44
54,93
85.5¢
82,96
$2.70
86,18
97.28
88.07
85,04
50069
96.59
841.40
Al1.89
81.37
44,07
719.18
81.31
81.33
d1.11
83,88
73.67

loe.b?
15.6°
l4.21
15.17
14.56
23.08
26eb7
26450
25.76
P3.4b
25.37
23.92
2l.b4
23.3%
21.5°7
22.60
12.62
I3.07
13.62
13.65
3I7.66
38.12
35.57
38.47
38.66
27.62
19.19
Jloun
W7.42
129.57
136.92
133.21
1310.52
110.64
131,30
222.717
236.91
271.92
310.28
N9.22
27.92
29.44
28.G8
2%.62
2%.81
25.13
26461
2be 7%
29.49
27.18
28,76
I
29.58
29.59
39.58
10,177
TheTu
Iuebl4
I5.64
21.17
32.50
34,84
13.5%
T4.22
38.22
Ju.32

17.59
18,07
18.9¢
19.89
18,52
18,23
19.22
17.¢

17.97
18.28
18,51
18.60
19,14
18,37
18,27
17.94
17.60
18,7%
19.32
19.03
17.67
17.65
18.10
17.61
17.%4
17.59
19,40
17.67
17.582
18,95
18,15
19,98
19.u48
19,59
17.79
19.19
18,72
18,11
18,67
15,46
14,47
16,63
14,83
14,53
14,58
17.%
15.59
15,42
16.18
14,62
1.32
14,61
15,55
18.56
16.78
14,52
16.60
16,48
16,81
15.°5
17.16
16,63
1€.62
16.67
15.91
17.29
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CeCls
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26003
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06303
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0ein3
06003
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0600w
ce6l0u
Ge Gl

e v

et + -




189 FEL X 2 121 .82 Bleds Ta, 2" 16,46 il
190 FurR X 16 0562 AL 87,2 2,17 16.10 C6GTe
191 GAP X 2 697 . 232 BI.ug T2.58 16.33 L6s0u
192 GIP X 2 4989 .2C9 716,93 11,32 17.23 50Ny
193 GRC 10 076 +2C3 79,986 37.06 16.76 T6LTw
194 GRF 7 .828 148 bl.R4 11.38 16.49 G6LO
195 HAU 11 «299 o178 87.98 34,94 16.7C JEGrw
196 HEE ? «655 «262 m.72 12,11 17.28 g6LTe
197 HET 3 «531 .laC bl.71 12.51 16,70 CeLnue
198 1s0 9 ul? 2t 4,13 317.14 15.°3 6524
199 KHC 20 . 125 «216 63.25 1G.E2 16.1C 36206
2G3 KRL 9 «901 241 6lele 13.27 16.86 CeaTe
201 L8F 1C 129 «15C 8U0.61 T6.87 16.90 UeLlw
262 LFF 6 458 .158 87,45 39.92 16,84 C6C0u
203 LMR 7 3632 oleu 64,50 38.C5 15.72 G6alw
204 LNS 7 1.061 o151 £.25 316.51 16,10 C6C7w
208 LOR 22 «33¢ 211 8.5 36.70 16.87 L6C0u
- 236 LPO 6 329 o150 §0.85 319.88 16,74 56304
207 LRG 8 «529 Y §u,.33 18.GS 15.77 G6e0Cu
208 LSF 6 Q72 .122 79.93 78.57 16,97 G60Cw
209 NFF 9 <385 .20 78.85% 19.12 17.25 cechs
210 mNY X 2 0268 420 e2.9%0 17,37 16.20 U6Ca4
211 MO A [ 2012 131 a4.54 30.95 15.71 Coalw
212 "ox 12 <063 284 81.27 ?0.56 16,64 GeQCw
. 213 RUF 6 .195 o127 80.59 29.26 16.81 G650
214 RMP X 7 -.316 «379 88.62 15,55 14.8S 06CIu
215 RSL X € .511 341 82.81 6,39 16.22 C6dnu
216 SKO X 5 -.717 139 92,27 20.1% 14,62 Geacw
217 SPF 1z «266 o162 84,42 37.79 15.74 0600
218 $s8 X 2 .107 .106 82.11 17.1% 16,42 L6Qaw
1 219 SSF 2c .069 167 83.13 37.01 16.87 GelLOu
220 SIR X 8 .730 411 21.19 33.84 16.65 C600w
1 . 221 STu 8 .21C .097 dl.68 313,00 16.53 06004
6 222 TCF 9 .051 130 80.25 ?8.21 16.89 c6C2u
221 INS X 2 691 .128 80.27 32,39 16.89 566Ny
, . 224 TRI X 6 -.224 €93 86.03 2.54 15.33 G600s
2258 vou X 2 .088 2014 81.83 o4 16.49 D6GC#
226 wLs X 4 363 125 81.14 34,16 16.67 Gealw
2217 WRv X k) 1.685 e3u4S 79.21 Th.lu 17.15 g60CH
228 ALl - .220 179 84,13 4S,35 ° 15,77 G6u0S
. 229 ALM b - 433 260 64,22 47.53 15.80 £6a0S
238 co1 4 -a122 148 78.50 wa,c7 17,34 G6Q0S
231 EBR 7 $276 o Ju4 83.17 43,04 16,12 26008
232 LIS 5 2145 129 79.00 49.61 17.21 GELTS
2313 MTE 3 ~.245 .258 718.89 47.48 17.24 gens
234 SET X 2 -.564 .611 89,16 43.51 14.78 36GCS
235 ToL 5 .287 131 al.26 we.ll 16.64 CeGOS
236 AVE 8 W112 W512 §3.53 52,91 16.01 g6al6
237 BAB ? -.102 W461 88,97 £2.29 14.,A0 06GCe .
t 238 IFR 10 671 «3132 64,83 S1.4AR 15.62 36006 /
239 RBA 2 .Jo5 «35C 83.u4 52.0% 16.34 C6LCH ;
240 RB2 T -.381 217 6Y.46 €2.11 16.C2 Cea06 !
241 TAM - 767 4095 $9.21 $2.58 14,45 C&G0N6 i
» 242 Kic 4 -.709 2124 1C%.01 7Tl.61 160,27 geats 3
a 243 Lic 4 -.797 «2C% 1G2.88 71.91 14,27 0ears
1 244 BAE 3 1.188 .26% 83.16 115.67 16.12 Cecl2
H 245 8a0 “ 1.021 172 82.90 1158.55 16.20 Seal2 ‘4
y L] 246 CEN 9 1.366 .11 81.%5 140, 4A 16.%7 cedls ;
' 247 Moz S 1,057 134 €2,55 141,32 1670 36015 ;
- 248 PEL 3 .857 J198 81.86 142,75 16.49 06G1% g
249 SAN 1 .788 . 186 82.12 142,91 16441 G6G15 i
250 KOU < 1.770 T S4,19 2uT.47 14,58 tec2s
251 LmeP 3 1.265 1112 89.C1 208.60 14.86G 0€Q2s
. 252 LNR 2 1.17C T a8.18 2u8,82 14.8% 6528
: 283 LUG 4 257 43y 88,94 249.71 14.81 06025
: 254 NOF : 2,406 $50°¢ §2.89 2u1.58 16.20 ved?s
I
|
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i 285 NOU 6 1.672 318 93.68 244,85 14,99 Q&g
256 oy . 1.211 £429 $2.15 245,58 16,63  CAO2S
; 257 PVC s .230 .060 89.46 2u7.28 14,74 06QZS
E: 258 HNR 3 .869 W117 90,72 258.8C 14,66 05026
' 289 KOA X 2 1.018 .52 92,22 262.97 16,63  CeC27
260 PAB 2 “.65¢ $134 93,75 267.61 14,59 06027
: 261 RAL 2 1,149 .028 93,74 267,57 18.%9  §&027
4 262 Tav 2 ~1.362 .078 93.73 267.5% 14,59  G60:7
: 263 vuL 2 -.532 .033 93.82 267.55 14,59 06027
264 (1T 3 -.878 .220 8n,81 286.00 1,83 G6CR9
265 ABY . 1.039 .311 82.09 397.91 16,42 06071
266 8AG X 2 ~1.262 «215  1CH4.89 303,91 14,34 U6CT
267 poRr X le «668 «Y6C 79.C8 3INf6.92 17.19 C6GCr1
268 xYs X ] 1.091 800 78.9% 305,70 17.22 (6071
269 mat 15 473 . .156 79.36 307.86 17.12 0&331
210 o1s X 1 .812 o362 82.73 I07.47 16.25 Ce0Tl
211 ovm 3 0222 .108 79.40 306,44 17.11  Ced’l
212 SHK 11 .860 .192 au,11 3Ir9.27 15.84  C6071
273 SRT X 2 .753 .08S 82,42 107.30 16.33 0e0?l
218 SRY 9 .580 +295 79.26 306.57 17.14 06071
2718 TSK 12 087 .10 18.% 3I06.67 17.37  06QTl
276 WKy ? .239 0262 82.17 307.61 16,23 G6aTL
; 277 SE0 . +566 W09 8S.44 310,62 15.u5 06072
278 L§:18 2 «.C86 .007 108,48 3155, 3F 14,26 06076
1
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1
TABLE C.2 :
STATION STATISTICS AFTER DYNAMIC SCREENING OF RESIDUAL
DATA FROM 54 YUCCA FLAT EXPLOSIONS
STATION STATION [} MEAN STATICON DISTANCF A2IMUTH A-~0-7 GPCUP
COUNT Co0E EVENTS RESIOUAL STD DEV OEGREES DEGREES DEGREES IMNOEX
F 1 RES 10 ~e372 «294 38.94 8.86 26.86 02001
2 YXC L] +188 0223 2%.34 1.95% 3C.0u ca2001
. 3 BLC 2 -e527 o146 29.76 17.69 28,69 esoce
L) FBC 12 o843 «212 38.96 31.62 26.8% [sifalol}
S FREB X 2 595 +030 38,93 ’1.54 26,87 g2clu
6 GuC L] . 3685 Oy 31.67 u2,71 28,17 020Ccs
7 SCH 7 -e250 218 37.72 ug,9¢ 27.15 0200S
8 CBM 4 «48SsS «183 I6.54 59.02 27.u3 crore
9 SFa T «332 o022 3u.69 c8.76 27.A4 0ccle
10 SIC ) 527 119 17.42 £3.61 27.°2 CiCle
11 AAM - 960 « 347 25.50 68.25 29.%2 geco?
12 BNH X 3 1.051 «529 Ju,0u7 63,34 27.88 couc?
13 EHMM 3 1.120 «25C 37.14 62.62 27,2 geeey
1 14 HAL 8 1.310 .129 319,90 62.25 26.64 cacer
15 MW ? 1.1513 272 16.C0 61.97 27.5%6 gsaoe?
16 MNT 14 482 0262 32.76 61.172 28,19 gzo07
17 860 8 1.356 +199 25.%0 7Q0.3° 29,92 cacee
18 BLA 9 1.66S 463 28.48 78.92 28.R3 p2ccts
19 CLE 18 «793 «U35 <7.10 70.G02 29,77 czoce
P 20 GEO 3 874 096 IC.76 Tueb2 28.%9% czcre
' 2 MRG 11 24278 421 28,44 *3,19 28.80 02008
3 22 PaL X 2 .39¢C 410 12.86 73.01 29,17 czors
27 scP 6 .608 o317 29.91 71.07 28,68 G20CR
24 NSC 7 1elu8 s lu2 0.70 Tu,3c 2R.56 g2crA
, 2s ATL 3 1.284 . 126 26426 P8.59 26.44 02CCs
26 BEC 2 1.229 «332 42.22 RO, 64 26,10 Ggeon9
27 CHC ? te172 .03 i9.81 a1.0u 28469 pIors
28 csc 3 8158 LU%u 28,73 g, 6P 29.76 g2ceo
29 ORT 11 2.094 232 2%.64 R3,C2 29.P2 gsure
30 coM X 2 2.661 702 29.74 127.85 27,68 Lio13
‘ 31 LPS 13 2.308 »309 17,19 176421 20,12 07013
32 PBJY & 3.261 .82 27.7C r2.67 2r.91 GeClu
33 VHM 5 2,966 . 177 26433 123,97 26,40 Ci01lu
34 HON b4 2.908 .15¢ 3o, 2€8.1° 26,76 coGee
1S HYO 4 2.089 31 8,3 2¢3.uC 27.56 cr0le
36 Kie 7 2.719% o148 319,13} 258,32 2e.77 Ccoece
37 ADK 10 1.113 .22 ue,16 309,39 2%.63 Gso?l
38 P16 [ 1.55¢C .281 3,40 324424 28.79 €203
39 KOC 7 2.60% .16C 31082 3172.5¢ 20,42 LIe”3
ug SV 7 1.628 .181 3u,31 306.89 27.81 VPR
by [} BLF X 3 1,527 429 31.25 335,19 2F .70 c207%u
! 82 coL 24 1,202 «159 17,42 37611 2E.T8 C2CTy
> a3 FYy ? 1.894 127 12,79 319,62 2R.71 GCTu
X “a GIL 19 1.648 o110 3,37 376437 iFL.79 [t ]
" 1] GMA L] 1.548 J2ul 3a,u7 371.6u 26,97 G2LTu
! 46 PJOD 4 1.57¢ .16¢ 17,42 376,44 . IR, TE GlC7ws
- » 47 pMe X 21 2.123 102 11.P6 320.5¢ 2,7 [Feleg’ ik
3 ug scm X 9 24512 . 254 31.71 321.67 2F .44 CoCtu :
- 49 TNN X s 1.87C 165 1°,01 Ilu.eC 27.77 CeClu
! S0 e12 ? 1.714 .087 16422 3u2.9% 27.71 02L7s
51 aRw X 11 740 U8t 45.C5 uy.01l J6.61 LsTe
52 INK b4 270 256 7.0 Jug.1® 2¢,.°1 LIilLTe
s3 “BC Iu 997 220 16.18 ita,g” 264,21 Lot !
5S4 NP~ 1€ .70 .177 lo,j9 ree,e” LIS LTuTt
58 (1% 4 10 ~e 762 .12C ue s aqn fu,uu areta
; 1 by 14 1t ~1,C17 W37 &R L Fu 16450 P LTt l
|
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VELOCITY PERTURBATIONS IN MODEL T65-20 IN CELLS 2
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Figures D.la through D.l1lf show the velocity perturba-
tions in each grid cell of Model T65-20. The number in a
cell is Av in units of 0.0l1 km/sec. Both outer grid and

inner grid can be overlayed with corresponding figures in
f‘ the text.
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APPENDIX E
4
SELECTED RESOLVING VECTORS FOR MODEL T65~20
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This appendix gives the resolving vectors calculated
for twelve target cells (Cells (6,6) Tables E.la through E.1f
for six layers and Cells (6,13) Tables E.2a through E.2f for
six layers; see Figure 4.10). Each resolving vector has the
same length as a model vector, and components for each cell ;
are listed for the six consecutive layers in each case. Labels 'r
are as follows:

NDF: number of degrees of freedom
(20 for Model T65-20)

IK2, LAYER: layer index

other labels are for internal
purposes only.

The units have been scaled appropriately, such that values of
resolving kernel components can be compared directly within
i and between layers.

Note that each kernel sums to zero in each layer, a
consequence of denuisancing.

Target cells have been framed for each kernel.
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TABLE E.2b (continued)

760“6“3‘-0

5733161.!0
1 [ ) ]

VY ot ot N ot ¢ DN
L3 I I B I L) ]

B F OO T =
100 ) "e

.10018618
L Kl

INE) o=t et N D o=t ot
) "t [ )

quoooqoox
'
.
Dt ODOO
L

‘ONg 200000
' o

DFODOOTODe
L] - -
1O0ONNOODON
0 e

3‘22900‘3
(L ] L)

n.!:unun—nuoz.“.
' []

el Tolelolala) & 4
. -
1

S ONO O~ ..A
1NN
] ’

AP P NI PN e )
NN | I N
LI I B O | ]

IRK
1

]

2

AK WRT SLO IN MQDEL UNITS (1 UNIT

IX2 LAYER IRUY ICPL
6 6

NOF
20

=6.084C-003) :

Ny DT FTMO
e ) NN -

.

3100\5000“20
ol [}
-

L lenlaldlalflalel tal it
o~ 1 =
1 1
~~000000~D Y
st ”m
] )

[ Jaléla elala]alelal.)
~ -
]

0%08000000
&

=000 cD0o0oN
~N

[plol=lalol=lolale oL ]
- ]
)

[l =l~latodalololels o]
~ )
1

DVOO~8000000
”

Lalglela ] ﬂ.auonc

336!7000000
~mi
.

zs..zoaocul
1t o -

15569000001
we ﬂnz

0516°1‘l316
W NN EF e
[ B B I o

210

SYSTEMS. SCIENCE AND SOFTWARE




W
4
<
2 .
[ .
W i
0 .
0000000000 [e]aln]alalels]eletoTe) 030215-125300 et ) UV e P Y e O L]
t -t ) * IN Lz
) ) ') Q
Z
<
QOO0 QOCO000 COQNMN~FROOD ~t- oM - 000 om 27098230
[ RN | e ot nt W
[] ] ] 0 Q
2
QOGS O~NONOOO QO - MO0 12210060020 158391!9000 v
t [} Notompn § -ttt -y e Q
[N [ ] ("]
O DO Or QNNO OO ONE NN et O @ ®OO DO —~O=O 0059!653100 v
) oo IR RN IR ' - piety 3
' ve o ' [] w
-
n
00O IORN~ODO 0“980“02220 OMONNG O~ ~NO B0 JBN O =IO >
N e 1Nt ey e 1 e 0
) t []
VOBV > 0 OOMO Cbh!7603300 LY = 5059051210“
(IR R T, ' LG T V7 e [} te "
[N} ] ]
302612!0200 OVt T NDO DO M ONNO D Oy 76\77!30]32
oty g et (N N o (N § et omaygy 0N &
! LI ] )
Lo
™ oo~omproaan DN O TNF- =0 OO IO N OO0 030u~752310
L] " 1 ) stotosg ] — Y _i
— ] .
-~
\o “ QVOVO~OCVOO " Qe—NNN~00a0 “ O3 OTUIN SO " ~IO~FONNCOO .-
() ~ N -t — - (] Y rez
o - 1] - [ ] - [} -— -~
" " " " ~
* - [=] Q o [*] Q
] =) O ODLNVNOOCOOD O OMOTIPMO~NODO O IO N~ O MmO 0 O o
E 1 ] -y ] )t [N ] ) N ™~ )
[=] Q o [ [~ ) [
w 0 o " 4 P4 e
=] ~ © @ o
- 4 OOoONON~OIDOV0 ~ 0022“633000 Q MPO0QVC FTBVO~O Q MM227QGGIGI o
u . e § . § Nmaost oo Y ~03 0 « o4 = | .
g " P ot o ' ° ' ©
[2] ] ] ] ' [
] 1 COBDO~C~OCO " 0““637!0500 " 38“61507220 H AMI IO M et [
Q] TR -yt Vs 8 -t [ [
Y] - ' - () n - [] - ] -
- - — ~ -
m xX= = X 2 x— Z x— Z Xt Z
@ ) 50210568100 3 3 Qo~ownmrNOO @« D MNDMIONIOO [ D DB OT~mn [ 3
= —“ et " ' () = - [N = [T ] v —
-l [} - - [} -t -t
- - - - -
40 -~ 20 1= ] 40
a v DoOMNeC®VWOOo a Vi QCV~NTOIDNOTO a w 308220!2153 a [ 3001!000200 a w
(5] [od L A ] ] (] - ) 10 (V] - LI I ] (3] b= teecel ¢ (o4 -
L - "~ [l (o] - [ o) L] ) . - -
z z 2 z Z
>N D >N D >N D >N D >N O
2 VOO0 ~0 00000 > 0319&510“00 ] QBZMb“DJZDO 3 OMINONO O~ T e 2
- 4 P | [ ] " (-4 - [ X (-3 - e "e @ - ™ [) [+ 4 -t
- W -~ w . L] ~ W [ w (o] ()
o (=] [=3 o (=)
@x* O xN O x™ O @xr O @x®xwn O
w I 0000XO~OO00 [™] I OO0W~DWN«EtMOOD W r MONMOMEe 30O w x 33235!01!5“ W x
> -t} b 10 ~et 00 > [l Bl BN § L ol ~N ot >
-« z [N] - z ] - z ! - z ] - Zz
- [ad -~ [ -4 -t - - -4 -
N~ O O0000~00000 N O TOIP et Nt TNO O N S OFHANDN NN MO NF O SNMNMeN-ND N O
* - » ] [] [ ) » 2 -t 1y tu > - Nt b3 > 4
- v Ld v - w ] - "3 ] ] - v
- - [ [ -
LWL @ QODO0OHNOO0N v & 00HNONOODDDO - « 00101230010 wO @ OrOmeoyO00O© “wh «
= LU onN ® an 3 ] ' QN B NI ¢ QN =
z z F3 z [ z
x x x ® x
@ [ [ a @
- L 3 [




TABLE E.2c¢ (continued)

U .

W
R £
< 3
2
"
ICNT DT O BNO ~tQ O =m0 D@ 0
AN N ~ e Ntee b N 0
) ) '
Q
BN ® 00 OVOND FONDOO z
-t —.rny [ ) [} LR <
' w
C
N O = NO O O =M N OO~ Z
[ N | [ X W
' 0
L]
IO NG e D NOOO~MOD ~=~nO .
[ [ ] ~ [ [ w
' 3
W
1O BNV ) e U ma N -0 D0DONTO =
[ N AN o [] [ w
()]
O e DN OODDDDOOND ~
i ¢ 1 ) []
Wttt O F O =) ~OO000 000 =t -
e v ~ [
] [}
D V=DM NN SNODDDDODDOD M
) [N ]
1=O00C00ONND - ® N=D00000D0~
1 L) ]
-
"
o (o]
DOV OO =D Q ~MODODDODO™M —
- [] ] . o
©
E
o
Relal LX-1-T-1.1~] O »woooooooOooD
1 e s N
o°
'
BN~ OD OO " ODODO~DDOO0D
t o~ "
-
-y
xer
NHONO DO~ [ 3 @OOMeC 00000
[ET) 0 - o
-
-
<0
12 M= D0 000 a v SO0V ~DO0DO
t o - (3} - ~ "
~ -
z
>N D
HNIMNO OO O~ = VOMm o 000000
[ ) * Y I ~
(o] w )
[~
&xo O
QDO O0 OMes w X O~ DODO0O0D
] > (I I
- =
- [
W= PO 00 == NG © BNNN~DOOO~D
ot o ) » - N e L}
[} - " []
(23
W=t O N DY LD & ~NOOND~DNNN
1ttt e ) (= QN B e MNN -
te ' F3 DN '
x
4
- » . - o> - - [




TABLE E.2d

LAYER 4, CELL (6,13)

Ix2 LAYER IRUV ICPL IRK

NOF
20

QOoI0VN0O0AN0

[glélelelalelololalal)

QLD O ~NNOOOD
" =

o000 ernOWwooo
"IN

QOO THMONOOOD
L )

nﬁue{‘zﬂcno
SN
" L

OO0 ~NO~O~00
iad L 4
’

T OO~ NOCDOOLO
) .

00000000000
[olalal) lSﬂ qﬂa [=]-]

OO0 et O DD ~0 OO0
" NN
.o

csgl}’l‘“ou
[ ]

OOt~ ¥ =P e OO
1 -y

Oz e~y bloaﬂuog
"

S QM M OO0 O
L 111

ONVEZ~ROINNODO

QD OM =0 O O~ O3
)

P et e F v 0 e O
LI 2] - 1
.t

DFQONIFO~~000
— ~Ne

F DN TN—~O O
1 I I

* 000DO0~000000 v 0OOICO0COO00D0OO0 “ BMOFT INNN~=O
Ll [ g ~ NI
- LI ] - L] - L]
" Lad "
o Q (=]
(ol ~lalolelodolalolalel ] O QVMnne™~00D oD O NP INO ~=IJOO
L} L} ' 1 w0 1 §otme ol LI ]
(&) Q Q LI
[ o L
o ~ o
0 QO FA~NMOOO0O0 ~N O FOIO000 O QRO INM~O
) ” -~ . I Nt § . Voo Lo ]
gl ] E 4 ] (] o 1 ]
L L ¢
e 007210101000 ” 05'5629a68 N NN NON—O
] e 1 — [ R AN
[ [ [N} - [ 4 [
- - [ ]
~ 2 Xer Z e T
D 00O nNQOO0 -3 2 D.DM.“ 136368 [ 4 2 MNNNINNe =N @M O
LI - [ Lol - Lo J I O I O .
- ] - [} - ]
- - -
a 40 - ]
v OCONODVMOEmOO a V1 DD NI 3 O a VN~ O ND =N
[ d 1~08 ¢ ] (5] Lt - ) (%] | | ) e "
- 1) - .o (=) -
z 2 z
&~ O >N D >N D
OO0 ~8®FyMOOD =] 032\11099‘-00 -] NONM T ONMIND
-l ] “ @ -t [ ] (3 - Ve L ] [ ]
w - w - "4 o
[=} Q =]
-~ O @®xnN O «&m o
2 OO0O0OWVOOUNOOO W x 00923201300 w 4 50736 0 3=
Ll ] o [ ] > a2 RN AN L )
P-4 ] - -4 . - P-4 ]
L] -d -4 - (o]
-~ O OOOOoONQOOOO0O NN O QOM =0~ O 00 N O OMPOM=ID=NND
- > p | ' » - - () L )
v - v [ v 1
- - -
a 000caOo00o00uo LD @ DOO=O0000 00 @ 00V IFOODDOO
= anN = =
Z F4
x = x
- & @
A >
il \}‘.’hll . sl A gron iAne.

S ~6.084C-003)

=

IRK
1
(3 UNIT

0

2

4
RK wRT SLO IN MODEL UNITS

xxi LAYER IRUV 1CPL

NOF
20

DN W BN DO WN O
e § Mot § |
100

llq‘”-}zzcﬁa
F L1t
] [ )

szao.lllsooa
LR

Doy 20'“ 000
) =

I = NN VIV T O M=
LAl Kol & Lo T |
"o

17'.661“ OO
4 Nl m

P OY = D N M O
Y et e
) ()

o a0 21209 |a°|n
L]
’

~NNNNONON -
- ) ] [}

L
371“1100160

=D NINDIC) O et~
- L] [ ]
)

4950300\1302
1t

N FTMMINDOOO S
- (] []
L

4

-11

-6.0840-003)
-19

IRK
5 2 g 1
RA WRT SLO IN MODEL UNITS (1 UNIT
-14 20

IXE LAYER IRUV ICPL

SYSTEMS. SCIENCE AND SOFTWA

213




TABLE E.2d (continued)

O DEMOOMOO
mNIM I~
" ) t

MMINNO~D 000
Vot ot 4 NIV

W= O Nttt N =4O
NN g

NN DO D
N =)

1Dt D T N O
Nl e
]

M N0 I N
et N =i
(]

10 N e = CHN
)

LR 4
" "

-]
-
1

(Ot =D T IV
(L I I | LR
1

DO NOO =D =
] [}

~“N-0 0000~
L]

=_NMINDDOON
1

ONNDODO0O0O
- -t
t

352‘-0000“
) ) -

.231000016
) ) re

[=lyl daleielalaly]
10

' '

FME ODD NN
(Lo L)

Lalalale 1T lalal
- ot | e
[} ) '

-6+0840-003) :

IRX
0 1

2

6

IXE LAYER IRUV IcCPL

20
RK WRT SLO IN MODEL UNITS (1 UNIT

NDF

OF ®NOF ©ONMND
"M SN 8 OF e
" [ ]

IO N =N DN g -
1 - Dt h 0 Y
]

M FrONOOOMOM
- ] tony
]

7000!&!00130
-t *e -y
[} (N}

20 00=~000D0O
z L) L ]

[elofalelalal=]aly 1] 0)
L] L]

NH=O000000Q~NM
o~ 1
)

%looﬂuﬂvugﬂuz

.“-ﬂaooouocuou
J.d. [«]=]=lalalelelol,)

"ﬂvuouuuunﬂnl
]

MOOoD-OO00O000D
wy
]

MOO~0D0000
[} -
[}

60031100003
] - -
OO D0O0D0
- ) e ~
)
FNFDIVOOOOOWN
1 ~ [

NNO=OD0DO0O0~D
" - '

~8 O-MODONON
1 NN -
100 [} []

SYSTEMS. SCIENCE AND SOFTWARE

214



TABLE E.2e

CELL (6,13)

LAYER 5,

LS
1
(1 UNlT

Q

174y ICPL
2

1

lxi LAY'R

a
RK wRT SLO IN MODEL UNITS

NOF
2

-3.6C0C-003) :

googqgaoaaaa
QOO0O0000000

00001231-&000

DCO~NN—DOD 0
(] -

AQOWN e -MOO0 O
(3]

006725300“ (=]
oo ™~
1) ]

OO~ aNOOVO O
1] -

OCHD e M= OO0
(] [ ]

Oo00OMNOOO0OO
[

anaio.lzoooan
[

OVVHD"INOOO O
wetos
.

COoMmNMMINNOOO
' “

DOVFFOC~000
-
"

[alalalofal Lhlgl dole]
LI I } )

QOO Nt 2 OO0
§ oo )

0000V IFMNMNOND
L I

00000ONOOOOO

[afelolelalolotalallo]

IRK
] 1
(1 UNIT

2

2

I!g LAYER IRUV ICPL

2¢C
RX WRT SLO IN MODEL UNITS

NOF

~4,2250-003)

00000 0Q000O0
oo 0150\.600

OON~=DON~0000
” I
)

0161&2530020
t1—t N
' 1)

025273769“0
LI e
]

T3 OO DN~ OD
1) eave

OOMN=NNPD OO
et g 4 )

[=lglad Jololol=lalals)
1 [

QOO e~ N~ 0000
-t
L]

063862“‘&50
-t )

OF 2O NG —-OO0D
[ LY
) '

OQFOMO OM~000
L, I T I ]
]

066“2““500
e b

CoNONIONS 3 MO
o Jouat } )
)

OMnIOo~MmMONOO
Nt | et
" )

[=l=loF Lalltlls glel=]
e V0
' '

OOM®) MO0 00
-

[~]elalalaloalala o]l

IRK
¥} 1
(1 UNIT

2

3

IX§ LAYER IRUV ICPL

20
AW WRT SLO IN “QOEL UNITS

NOF

-6,0840-003)

Tt 3 MO NO OO O
'

ONsOorRNMNOOO
Nt 11—t

73368.0020
1 0 o~
(]

0115820390
-

O NO NN NNO
N
L}

~AMN Fe~NO~O
ettt} ¢

FOIVODF O~000
-l '

DN 3= "n 92100
-t ot ot 4
"

NOCOFN=N~DO
et N
(3 )

N F el = O 7 N )
= et §
(]

21513377600
L) ]
L)

“56“1222610
. [N ] .

-NoOOD TNOTN
-

0150022'1100
-

QO N—-O000D0

IRX
[°} 1
(1 UNIT

2

L]

Ix2 LAYER IRUV ICPL
4

20
AKX wRT SLO IN MODEL UNITS

NOF

-6.0840-003)

WD 603210

QO FMereNM~a0
1 Pt

@B DN N DO O
- [ ] )

“9’116‘0\1“6
L L]
L}

@ NG Nt O = D e e O
il - 1)

553199051“ £ 4
Nt N
‘e

1935323]010
] I NN

DN NODOO O~ —O
00 edomes 1§

F IO o) ) s D o= O
Nt | vome ]
'

O OM =NNODON—~D
Lo ) 1t
)

9 01.50200\422
)
-

t

682’.- ﬂcoo‘lzo

1“.1180\.16
—ead 0 )
"

‘75 Lt Lonl 3ol Toal )
~“~i-el it Lt
]

3915235306[
(L ] +
. ‘

D DO O OCI N
0 gt
L)

L

H)
Ak wRT SLO IN ®ODEL UNITS

ng LAYER IRV

Qe

~6.084C-003) :

{1 UNIT

18
-9 -8

=22

-32
-18

215

SYSTEMS. SCIENCE AND SOFTWARE




e a1 A 4 b Rt o

TABLE E.Z2e (continued)

WA N~ NN = O
NI It m)
] [} LI )

AN G AN =N <O O
[0 | t

INOD ~~NNND O
-y €

—-NOOCFE~D
Lo lo Lo B T )

e~ D O =t NN O
- N

L4l -y
NN

AN P N P )
i

N0 eeMedN DT N
' ] "

[[={-T ] |..8|.‘°\-¢

.|..2578 [~ = L]

.ﬂ.‘-’“guol

IONM =00 0~0
- ~
]

.205'-505007
]

NN~ODDDO®
. -
[}

oOMNOOD D@
LI | )

.3120802‘.
L End LI ]

1O DINNes sty N
' - e
" )

IRK

2 [} 1

RK WRT SLO IN MODEL UNITS (1 UNIT

IX2 LAYER IRUV ICPL
[} 6

NOF
20

~6.0840-003) :

M P et ONM N
N it P
" 1) "

[ 4
]

31772131801
Lo L] m T

MO =N O DON P

- e g
1)

~“OOOD~g OMNOO
[} -
[}

[glglelelolytolelal Ja)
L] " )

[ dsle elolalelaloly ]
L] ] ]

~O0O0000D00D~NM
~ LR ]
[}

[l ole/aleldlofalalely]
-
)

ﬂ-xoouuouoou
]

~NDOOOOOOON
-t

NOOOOOCOQOoOON
"
)

[ l=l=l-Jél-Talal=]al )
-
’

MOO~NOOCOO u.-l
~

NOOMOOOOODOM
-
1

NN ~<~ODO000 s

~N - ~

]

M0 0000 0Y

1 o -

[}

OoONOD~0COO000 s
-t ]

)

TN DV et e 0 Ot 0 O

N NN (R
] [N I } )

T

——

LR

216

SYSTEMS. SCIENCE AND SOFTWARE




TABLE E.2f

CELL (6,13)

LAYER 6,

-
(4]
Q
o
]
(=7
[=
(&}
o
.
”
1
1"
-
-
x— Z
[ 3 2
Lol
-
s
a v
o -
] -
z
»rn D
2
[ 4 -
[ d w
o
x—~ O
Y x
>
-« z
-4 [
N~ O
» -
- v
-
wO o
(=10 I ]
z
x
x

0000000000

[2]el=lafolaTolaTe o)

o 000!..200 oo
-

[afalel TV ela ola)
) -t
]

O OO ~-ry 000
]

00687721940
tidew b
)

(sl lelt P 4 Lo =lilela)]
-y
0O0000~00000
0000’” 200000
O0O00DO~0000DDO

NOV I~ 0O000
10
]

QOO0 N ~NOOO
Lalnd [}
"

QOND~<MNE ODO
—~y
]
OO0~y FyNMOD
' temet

0000600 r~00
1=

QOO0 ~NOOOO0O

[e]elolafalelelollals)

IRK
1
{1 UNIT

2 0

IX2 LAYER IRUV ICPL
2 2
AKX wRT SLO IN MQOEL UNITS

NOF
20

~4,22538-003) :

00000 OoQ0 o0

[a]-lalalalr, I} lﬂv. ao

OONGNOW ~J 00
~ND ’

QO =0 vt~ PN OO =0
Pttt o ]
) .

O NN =t OO NO
t e [ )
L}

€ O™ N N e OO
t e

Qrey M= NMNOO
~tee § 1

ONOeN~00O00O
[0 I ]

OOV O~ NV OO OO0
.

0“6933‘-3\.00
[ Lo ]
[}

o~ O0V~00
ML et e )
, '

OFWU~F ~N “300

§ sttt  omeve

OOM Gt 3O -0
Ll I A ] [ ]

OFe sOorWIMO0

[alel Jal ol Jalolalel.]
-

[olalelalelelalaloala]-)

IRK
1
I} UNIT

2

3

3
RK WRT SLO IN MODEL UNITS

JX2 LAYER IRUV IcCPL

NOF
20

-6.0840-003) :

0!.1218 O~000
]

[=Talal T T4 snooo
Nt

NMOFOQ~ANO
— ) -y L)
1 )

P~ N O NOD~O
le -~ ¢ )
]
oM~ -0 00000
-t L] Ll

WPt Noe NN Y O
LK N
[}

B O NV MO =
- 0

NGNS NO O
teme 0 L H LS

WM Dot =t g rtos N et O
dodoeees | Y F 0O
[ ]

307‘.'}\-21020
b etoame 1
[ |

NOND OG0 VOO~
-

NMFN MMty O

Fit .

]

om 6'&0“23720
-t e

[=F 2ok 4 alol. Lo Llaalal)
] 100y

- 0N NN O
NIttt
()

et 3 NI O et e N =0
-t e t
]

Oeano N« 00000

IRK
1
{1 UNIT

Q

2

4

lls LAYER [RUV [CPL

NDF
20

~6.0840-C03) :

(%]
-
-
z
2
-l
[
[~
o
x
k4
-
o
-4
"
i
@x
»
®
@

MNP = OM =O
Moo el o=

5|§i010100
- "

C r ™Y ot sl g b =t B D
Lo L] L)
L}

[k L Ao Dol lalalsl o)
Nt LI I B I

BN Y azozss
st 1§
LN}

MoNOs NT 6‘00
-t
L]

bglaaas.".ao
LN )

F vl DN FOMND
ety § -y
’

n“‘a.‘o,u!n
Lo B )

NOMN M MO & Orree
] ] L)

DO e OO Q= ©
LI ] e

73.21001“25
NN V1§
L ) -

F QP et YOO F = D
NN LN I}
e

~ .‘.‘2021“3
LI}
.

Ooemg WO =0T
Lol o
]

IRK
1

0

?

AK WRT SLO IN MODEL UNITS (1 UNIT

ng LAYEg IRUY ICPL

NOF
20

~6.0840-003)

-

217

SYSTEMS SCIENCE AND SOFTWARE




TABLE E.2f (continued)

10 ~@2NNND
-ttt ety
] (]

Mot et st v =YD
] (3}

10 M=NOMOOD
' (IS ]

1B T FOO =D
(] ]

Lol lalaly B 2 tols )
" ) L)

OV ot M O
L} [y

SN N N D O

D N D Nty
)

~0O000D HNO ~
DOMODO~000

.O‘qsuoooo

|-.Zl-.\-°°°°s

O =-NDO O~
] -
1

J_.!‘-ﬂlaooos
0

Nt OO0DO0ON
ot ”

]
1O~ NDOOOS W
e e L

L]
Nt D OO O —
- cmo e
1

OO NF el
e R NN -~

IRK
1
(1 UNIT

2 0

IX2 LAYER IRUV ICPL
6 ]
RK BRT SLO IN MODEL UNITS

NOF
20

~6.0800-0Q3) :

M WOOTFIUNIID
"mNN 1) (Rl ]
[} L}

DNt Nt et PO VW O
te e LI R L

MO NS D e e
- N

FOONNID -NO

] ol
C~NOO~~NO 000
~

zauglmluxzu
[ ~

N~DODDODNO>
1 ~
NNDODODDOD DO W
L)
V=000 DO DO
x
9%00000082
-t

"MO00000000D~
~
.

2 D0D0DOOO0 -
"
]

MOO~NOOOO000
L 4
]

ooON~OODOO W
-y
)
NIN~MMNODODOOM
~ ~
)
SN ~00DO0O0DW
~N 9 -t ~y
)
Mt ON~-DO 0Ot me

N O™ NN D ety
Ll Kl ] "
) ]

218

SYSTEMS. SCIENCE AND SOFTWARE




